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#### Abstract

Spin-coefficients and null tetrad components of the Ricci tensor and the Weyl conform tensor are evaluated in terms of a single complex gravitational potential $\epsilon$, while null tetrad components of the electromagnetic stress energy tensor are evaluated in terms of a second complex potential $\Phi$. All the results are expressed elegantly in terms of a differential operator $\delta$, similar to the "thop" of Newman and Penrose. The problem of finding physically pertinent stationary axially symmetric Einstein-Maxwell fields is reduced to the search for a complex solution $\xi_{0}(x, y)$ of one nonlinear differential equation subject to simple subsidiary conditions.


## I. INTRODUCTION

Our objective is the systematic description of those space-times which may be regarded as representing the gravitational fields of bounded uniformly rotating axially symmetric sources. Until recently the only known exact solution of Einstein's field equations having these attributes was the Kerr metric. ${ }^{1}$ However, Tomimatsu and Sato, using this author's complex potential formalism, have now discovered new exact solutions which belong to the class in which we are interested. ${ }^{2}$
In the complex potential formulation of the axial symmetry problem one seeks a solution of the nonlinear differential equation

$$
\begin{equation*}
\left(\xi_{0} \xi_{0} *-1\right) \nabla^{2} \xi_{0}=2 \xi_{0} * \nabla \xi_{0} \cdot \nabla \xi_{0} \tag{1}
\end{equation*}
$$

where $\nabla$ is the gradient operator and $\nabla^{2}$ is the threedimensional Laplacian operator. ${ }^{3}$ Instead of the canonical $(\rho, z)$ coordinates of Weyl we use prolate spheroidal coordinates $(x, y)$ defined by

$$
\begin{equation*}
\rho=\left[\left(x^{2}-1\right)\left(1-y^{2}\right)\right]^{1 / 2}, \quad z=x y . \tag{2}
\end{equation*}
$$

Then the basic field equation (1) assumes the highly symmetrical form

$$
\begin{align*}
& \frac{\xi_{0} \xi_{0}^{*}-1}{x^{2}-y^{2}}\left(\frac{\partial}{\partial x}\left(x^{2}-1\right) \frac{\partial \xi_{0}}{\partial x}+\frac{\partial}{\partial y}\left(1-y^{2}\right) \frac{\partial \xi_{0}}{\partial y}\right) \\
& \quad=\frac{2 \xi_{0}^{*}}{x^{2}-y^{2}}\left[\left(x^{2}-1\right)\left(\frac{\partial \xi_{0}}{\partial x}\right)^{2}+\left(1-y^{2}\right)\left(\frac{\partial \xi_{0}}{\partial y}\right)^{2}\right] . \tag{3}
\end{align*}
$$

The fairly obvious solution

$$
\begin{equation*}
\xi_{0}=x \cos \lambda-i y \sin \lambda \tag{4}
\end{equation*}
$$

may be used to generate the Kerr metric (or indeed the charged Kerr metric), while the less obvious solution
$\xi_{0}=\frac{x^{4} \cos ^{2} \lambda+y^{2} \sin ^{2} \lambda-2 i x y\left(x^{2}-y^{2}\right) \cos \lambda \sin \lambda-1}{2 x\left(x^{2}-1\right) \cos \lambda-2 i y\left(1-y^{2}\right) \sin \lambda}$
gives rise to the simplest of the new metrics published by Tomimatsu and Sato.
We have utilized the same complex potential (5) to generate a new solution of the coupled Einstein-Maxwell equations, corresponding to a uniformly rotating axially symmetric charged source. ${ }^{4}$ All of the basic equations which we employed in our analysis will be written in terms of a covariant differential operator "thop" similar (but not identical) to that introduced by Newman and

Penrose in another context. ${ }^{5}$ This simplifies immensely the task of generating from the complex potential the metric tensor components, the spin coefficients, and the Weyl tensor components, when a coordinate system other than the Weyl canonical coordinate system is employed.
It is hoped that the availability of this concise formalism will encourage others to pursue the quest for physically pertinent solutions of the basic field equation (3). In particular, it is certain that there exist other rational functions $\xi_{0}(x, y)$ which satisfy this field equation.

## II. NULL TETRAD FORMALISM

As in so many other applications of general relativity, a null tetrad formalism is advantageous in dealing with problems involving stationary axially symmetric fields. The symbols $\underline{k}, \underline{m}, \underline{t}$, and $t^{*}$ will denote two real and two complex null vector fiel $\bar{d}$, among which the only nonvanishing inner products are ${ }^{6}$

$$
\begin{equation*}
\underline{k} \neg \underline{m}=\underline{t} \neg \underline{t^{*}}=1 \tag{6}
\end{equation*}
$$

The corresponding differential forms will be denoted by the symbols $k, m, t$ and $t^{*}$, while the non-vanishing inner products will be

$$
\begin{equation*}
k\left\ulcorner m=t\left\ulcorner t^{*}=\mathbf{1}\right.\right. \tag{7}
\end{equation*}
$$

A basis for 2 -forms can be constructed by forming exterior products of the basic 1 -forms. In particular, we shall employ the basic 2-forms

$$
\begin{equation*}
B_{+}=k t, \quad B_{0}=k m+t t^{*}, \quad \text { and } \quad B_{-}=m t^{*} \tag{8}
\end{equation*}
$$

all of which correspond to the same eigenvalue of the duality operator. (The symbol $\wedge$, which is so often used in connection with exterior calculus, will be suppressed between differential forms).
The 1-forms defined by
$u=d \underline{k} \neg \underline{m}+d \underline{t}\urcorner \underline{t}^{*}, \quad v=d \underline{k} \neg \underline{t}, \quad$ and $w=d \underline{m} \neg \underline{t}^{*}$
are evaluated in practice by solving the equations

$$
\begin{align*}
& d B_{+}=B_{+} u-B_{0} v,  \tag{10a}\\
& d B_{0}=2 B_{+} w-2 B_{-} v, \tag{10b}
\end{align*}
$$

and

$$
\begin{equation*}
d B_{-}=B_{0} w-B_{-} u \tag{10c}
\end{equation*}
$$

A knowledge of $u, v$, and $w$ is important both for considerations of the equations of motion and for proceed-
ing to the Riemann tensor. The twelve complex NewmanPenrose "spin-coefficients" are obtained from $u, v$, and $w$ by projecting these 1 -forms onto the basic 1 -forms $k, m, t$, and $t^{*}$. For example, the spin coefficient commonly called the "shear" is given by

$$
\begin{equation*}
v_{t}=t \Gamma v=t\ulcorner d \underline{k}\urcorner \underline{t}=t^{\nu} k^{\mu} ; \nu t_{\mu} . \tag{11}
\end{equation*}
$$

The Weyl conform tensor may be characterized completely in terms of five complex fields $c_{i}(i=-2, \ldots$, +2 ), where the index denotes the "spin-weight" of the field, 7 while the Ricci tensor may be characterized completely in terms of the Ricci scalar $\mathbb{R}$ and the null tetrad components of the "reduced Ricci tensor"

$$
\begin{equation*}
s_{\mu \nu}=R_{\mu \nu}-\frac{1}{4} g_{\mu \nu} \mathbb{R} \tag{12}
\end{equation*}
$$

In practice, all of these fields may be evaluated by observing that

$$
\begin{align*}
d v+v u= & c_{2} B_{-} \\
+ & c_{1} B_{0}+\left(c_{0}+\mathbb{R} / 12\right) B_{+}  \tag{13a}\\
& +\frac{1}{2} S_{k k} B_{-}^{*}+\frac{1}{2} S_{k t} B_{0}{ }^{*}+\frac{1}{2} S_{t t} B_{+}^{*}, \\
d u-2 w v= & -2\left[c_{1} B_{-}+\left(c_{0}-\mathbb{R} / 24\right) B_{0}+c_{-1} B_{+}\right.  \tag{13b}\\
& \left.+\frac{1}{2} S_{k t} B_{-}^{*}+\frac{1}{2} S_{t t} B_{0}-\frac{1}{2} S_{m t} B_{+}^{*}\right] \\
d w-w u= & \left(c_{0}+\mathbb{R} / 12\right) B_{-}+c_{-1} B_{0}+c_{-2} B_{+}  \tag{13c}\\
& +\frac{1}{2} S_{t * *} B_{-}^{*}-\frac{1}{2} S_{m t} B_{0}^{*}+\frac{1}{2} S_{m m} B_{+}^{*}
\end{align*}
$$

where $S_{k t}=k^{\mu} S_{\mu \nu} t^{\nu}$, etc.

## III. STATIONARY AXIALLY SYMMETRIC SPACETIMES

In the case of a stationary axially symmetric spacetime under a wide variety of circumstances coordinates $\rho, z, \phi$, and $T$ may be introduced so that the 1 -forms

$$
\begin{align*}
& \sigma^{1}=f^{-1 / 2 P-1} d \rho, \quad \sigma^{2}=f^{-1 / 2 P-1} d z \\
& \sigma^{3}=f^{-1 / 2} R d \phi, \quad \sigma^{4}=f^{1 / 2}(d T-\omega d \phi) \tag{14}
\end{align*}
$$

constitute an orthonormal tetrad system. ${ }^{8}$ Here $f, \omega, P$, and $R$ are real functions of $\rho$ and $z$ only. Our null tetrad system will in turn be defined by

$$
\begin{array}{ll}
t=(1 / \sqrt{2})\left(\sigma^{1}+i \sigma^{2}\right), & t^{*}=(1 / \sqrt{2})\left(\sigma^{1}-i \sigma^{2}\right), \\
k=(1 / \sqrt{2})\left(\sigma^{3}-\sigma^{4}\right), & m=(1 / \sqrt{2})\left(\sigma^{3}+\sigma^{4}\right) . \tag{15}
\end{array}
$$

A fairly simple calculation involving Eqs. (10) yields six nonvanishing spin coefficients, which we here express in manifestly covariant form: ${ }^{9}$

$$
\begin{align*}
& u_{t}=-(1 / \sqrt{2}) f^{1 / 2} \partial(\ln P)-(1 / 2 \sqrt{2}) f^{-1 / 2} G_{+},  \tag{16a}\\
& u_{t^{*}}=(1 / \sqrt{2}) f^{1 / 2} \delta^{*}(\ln P)+(1 / 2 \sqrt{2}) f^{-1 / 2} G_{-},  \tag{16b}\\
& v_{k}=-(1 / 2 \sqrt{2}) f^{1 / 2} R^{-1} \partial R+(1 / 2 \sqrt{2}) f^{-1 / 2} G_{+},  \tag{16c}\\
& v_{m}=-(1 / 2 \sqrt{2}) f^{1 / 2} R^{-1} \partial R,  \tag{16d}\\
& w_{k}=-(1 / 2 \sqrt{2}) f^{1 / 2} R^{-1} \delta^{*} R,  \tag{16e}\\
& w_{m}=-(1 / 2 \sqrt{2}) f^{1 / 2} R^{-1} \delta^{*} R+(1 / 2 \sqrt{2}) f^{-1 / 2} G_{-} . \tag{16f}
\end{align*}
$$

The quantities

$$
\begin{align*}
& G_{+}=\delta f-R^{-1} f^{2} \partial \omega,  \tag{17}\\
& G_{-}=\delta^{*} f+R^{-1} f^{2} \delta^{*} \omega
\end{align*}
$$

have, respectively, spin weight plus one and minus one. The operators o and $\mathrm{o}^{*}$ are defined as follows for a field $\eta$ of spin weight $s$ :

$$
\begin{equation*}
\partial \eta=P^{1-s} \nabla\left(P^{s} \eta\right), \quad \partial^{*} \eta=P^{1+s} \nabla^{*}\left(P^{-s} \eta\right), \tag{18}
\end{equation*}
$$

where (in the $\rho-z$ coordinate system)

$$
\begin{equation*}
\nabla=\frac{\partial}{\partial \rho}+i \frac{\partial}{\partial z} \tag{19}
\end{equation*}
$$

The operators $\delta$ and $\delta^{*}$ raise and lower spin weight by one, respectively.
Utilizing Eq. (13), one may show that in our case

$$
\begin{equation*}
S_{k t}=S_{k t^{*}}=S_{m t}=S_{m t^{*}}=0 \tag{20}
\end{equation*}
$$

while the algebraically independent nonvanishing components of the Ricci tensor are given by the following manifestly covariant expressions.

$$
\begin{gather*}
R^{-1} \delta^{*} \partial R=\frac{1}{2} f^{-1}\left(\mathbb{R}-4 S_{t t *}\right),  \tag{21a}\\
\partial G_{-}-\delta^{*} G_{+}=2\left(S_{k k}-S_{m m}\right),  \tag{21b}\\
\frac{1}{2} f\left[R^{-1} \partial *\left(R G_{+}\right)+R^{-1} \delta\left(R G_{-}\right)\right]-G_{+} G_{-} \\
=\frac{1}{2} f\left[\mathbf{R}-4 S_{t t^{*}}-2\left(S_{k k}+S_{m m}\right)\right],  \tag{21c}\\
R^{-1} \partial \partial R+\frac{1}{2} f^{-2} G_{+} G_{-}^{*}=2 f^{-1} S_{t t},  \tag{21d}\\
\partial * \delta(\ln P)-\frac{1}{8} f^{-2}\left(G_{+} G_{+}^{*}+G_{-} G_{-}^{*}\right) \\
\quad=-\frac{1}{4} f^{-1}\left[\mathbf{R}+4 S_{t t^{*}}-2\left(S_{k k}+S_{m m}\right)\right] . \tag{21e}
\end{gather*}
$$

The last equation is, however, derivable from the others by virtue of the Bianchi identities:
We also find that

$$
\begin{equation*}
c_{1}=c_{-1}=0 \tag{22}
\end{equation*}
$$

while the nonvanishing components of the Weyl conform tensor are given by the following manifestly covariant expressions:

$$
\begin{align*}
c_{2}-\frac{1}{2} S_{t t} & =-\frac{1}{8}\left[2 \delta G_{+}+f^{-1} G_{+}^{2}\right]  \tag{23a}\\
c_{0}+\mathrm{R} / 12-\frac{1}{4}\left(S_{k k}\right. & \left.+S_{m m}\right) \\
& =-\frac{2}{8}\left[-\delta^{*} G_{+}-\delta G_{-}+f^{-1} G_{+} G_{-}\right],  \tag{23b}\\
c_{-2}-\frac{1}{2} S_{t * t^{*}} & =-\frac{1}{8}\left[2 \delta^{*} G_{-}+f^{-1} G_{-}^{2}\right] . \tag{23c}
\end{align*}
$$

For an axially symmetric stationary space-time described by Eq. (14), only three Petrov types are possible:
(1) Degenerate type $N$-here only $c_{2}$ or $c_{-2}$ (but not both) are nonvanishing. This case is not particularly interesting if you seek fields which are asymptotically Schwarzschild.
(2) Degenerate type $D$-here either:
(a) only $c_{0}$ is nonvanishing, or
(b) $c_{2} c_{-2}=9 c_{0}^{2}$. The Kerr metric has this form of conform tensor when our null tetrad system is employed.
(3) Algebraically general space-times-the new Tomimatsu-Sato solution falls in this class. Hopefully, in the future more thought will be given to the refined classification of algebraically general spacetimes.
Equations (17), (21), and (23) may be written directly in terms of the prolate spheroidal coordinates defined by
the transformation (2). It suffices to note that in this system of units the differential operator $\nabla$ becomes

$$
\begin{equation*}
\nabla=\sqrt{x^{2}-1} \frac{\partial}{\partial x}+i \sqrt{1-y^{2}} \frac{\partial}{\partial y} \tag{24}
\end{equation*}
$$

while the line element assumes the form

$$
\begin{align*}
d s^{2}=f^{-1}\left[P^{-2}\left(\frac{d x^{2}}{x^{2}-1}+\frac{d y^{2}}{1-y^{2}}\right)\right. & \left.+R^{2} d \phi^{2}\right] \\
& -f(d T-\omega d \phi)^{2} \tag{25}
\end{align*}
$$

## IV. COMPLEX POTENTIAL DESCRIPTION OF ELECTROVAC FIELDS

In those regions of space-time where the stress-energy is purely electromagnetic, one has

$$
\begin{equation*}
\mathrm{R}=0 \quad \text { and } \quad S_{\mu \nu}=8 \pi T_{\mu \nu} \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\mu \nu}=1 / 4 \pi\left[F_{\mu}^{\alpha} F_{\alpha \nu}+\frac{1}{4} g_{\mu \nu}\left(F^{\alpha \beta} F_{\alpha \beta}\right)\right] \tag{27}
\end{equation*}
$$

and the electromagnetic field tensor $F_{\mu \nu}$ is given in terms of the 4 -potential $A_{\mu}$ by

$$
\begin{equation*}
F_{\mu \nu}=\frac{\partial}{\partial x^{\mu}} A_{\nu}-\frac{\partial}{\partial x^{\nu}} A_{\mu} \tag{28}
\end{equation*}
$$

Our attention will be directed toward static fields for which $A_{1}=A_{2}=0$ and for which $A_{3}$ and $A_{4}$ are functions of $\rho$ and $z$ alone. In this case it is advantageous to introduce a magnetic scalar potential $A_{3}^{\prime}$ such that

$$
\begin{equation*}
R^{-1}\left(\partial A_{3}+\omega \partial A_{4}\right)=i f^{-1} \partial A_{3}^{\prime} \tag{29}
\end{equation*}
$$

In fact, the electromagnetic field tensor and the stressenergy tensor may be expressed entirely in terms of the complex potential

$$
\begin{equation*}
\Phi=A_{4}+i A_{3}^{\prime} \tag{30}
\end{equation*}
$$

In particular, the nonvanishing null tetrad components of the reduced Ricci tensor are given by

$$
\begin{align*}
& S_{k k}=-(\partial \Phi)\left(\delta^{*} \Phi^{*}\right)  \tag{31a}\\
& S_{m m}=-\left(\partial^{*} \Phi\right)\left(\partial \Phi^{*}\right)  \tag{31b}\\
& S_{t t}=(\partial \Phi)\left(\partial \Phi^{*}\right)=\left(S_{t^{*} t^{*}}\right)^{*} \tag{31c}
\end{align*}
$$

A "duality rotation" corresponds to a transformation $\Phi \rightarrow e^{i \alpha \Phi}$, under which the stress tensor and the gravitational field remain unchanged.
In view of the vanishing of $\mathbf{R}-4 S_{t t *}$, Eq. (21a) implies that $R(\rho, z)$ is a harmonic function of $\rho$ and $z$. As a result one may introduce the Weyl canonical coordinate system in which $R=\rho$. The fact that little progress has been made in the analysis of stationary axially symmetric interior solutions may be attributed to the nonvanishing of the right side of Eq. (21a) when matter is present.
Equation (21b) implies the existence of a complex scalar potential $\epsilon$ such that

$$
\begin{equation*}
G_{+}=\delta \epsilon+2 \Phi * \delta \Phi, \quad G_{-}=\delta^{*} \epsilon+2 \Phi * \delta^{*} \Phi \tag{32}
\end{equation*}
$$

Equation (21c), which may be cast into the form

$$
\begin{equation*}
f\left[\rho^{-1\rangle}\left(\rho \partial^{*} \epsilon\right)+\rho^{-1} \delta^{*}(\rho \partial \epsilon)\right]=G_{+} \partial^{*} \epsilon+G_{-} \delta \epsilon \tag{33a}
\end{equation*}
$$

assumes with the Maxwell field equation

$$
\begin{equation*}
f\left[\rho^{-1} \delta\left(\rho \delta^{*} \Phi\right)+\rho^{-1} \delta^{*}(\rho \delta \Phi)\right]=G_{+} \delta^{*} \Phi+G_{-} \delta \Phi, \tag{33b}
\end{equation*}
$$

the role of principal field equation in the complex potential formalism. The remaining gravitational field equation (21d), which in the present case assumes the form

$$
\begin{equation*}
\rho^{-1} \partial \partial \rho+\frac{1}{2} f^{-2} G_{+} G_{-}^{*}=2 f^{-1}(\partial \Phi)\left(\partial \Phi^{*}\right), \tag{34}
\end{equation*}
$$

may be employed in order to evaluate $P$ (which appears in the definition of "thop") once Eqs. (33) have been solved for $\epsilon$ and $\Phi$. Finally, comparing Eqs. (17) and (32), we find that $f$ and $\omega$ may be evaluated using the equations

$$
\begin{align*}
& f=\operatorname{Re} \epsilon+\Phi^{*} \Phi  \tag{35a}\\
& -\rho^{-1} f^{2} \partial \omega=i ð(\operatorname{Im} \epsilon)+\Phi^{*} \partial \Phi-\Phi_{\partial} \Phi^{*} \tag{35b}
\end{align*}
$$

## V. UTILITY OF THE $\xi_{0}$ POTENTIAL

As suggested in Paper II, we may consider electrovac fields for which $\epsilon$ is an analytic function of $\Phi$. In this case we may write both $\epsilon$ and $\Phi$ in terms of a new complex potential $\xi$ such that

$$
\begin{equation*}
\epsilon=(\xi-1) /(\xi+1) \quad \text { and } \quad \Phi=q /(\xi+1) \tag{36}
\end{equation*}
$$

where $q$ is a constant, which we may temporarily regard as real, since the electromagnetic fields appropriate for complex values of $q$ may be obtained later by a duality rotation.
The principal field equation (33) may now be written

$$
\begin{align*}
\left(\xi_{0} * \xi_{0}-1\right)\left[\rho^{-1} \delta *\left(\rho \delta \xi_{0}\right)+\rho^{-1} \delta(\rho \delta *\right. & \left.\left.\xi_{0}\right)\right] \\
& =4 \xi_{0} *\left(\delta \xi_{0}\right)\left(\delta^{*} \xi_{0}\right) \tag{37}
\end{align*}
$$

where

$$
\begin{equation*}
\xi=\xi_{0}\left(1-q^{2}\right)^{1 / 2} \tag{38}
\end{equation*}
$$

Since Eq. (37) makes no reference to $q$, we have reduced the electrovac problem to the vacuum problem.
We should now like to discuss certain general features of the $\xi_{0}$ potential and of the prolate spheroidal coordinate system, which make them particularly appropriate for the study of stationary axially symmetric fields.
The Schwarzschild solution corresponds to $\xi_{0}=x$; so does the Reissner-Nordstrom solution. Since we wish to center our attention upon solutions of Einstein's field equations which are asymptotically Schwarzschild, we shall demand that, for large values of $x, \xi_{0}$ should behave as some real constant times $x$.
Equation (37), when expressed in terms of prolate spheroidal coordinates, assumes the form (3). It should be observed that if $\xi_{0}(x, y)$ is a solution of Eq. (3), then new solutions can be constructed by combinations of the following procedures:
(1) complex conjugation,
(2) replacement of $\xi_{0}$ by its reciprocal,
(3) multiplication by a constant number of modulus 1
(4) substitution of $x \rightarrow-x$,
(5) substitution of $y \rightarrow-y$,
(6) interchanging $x$ and $y$.

Of course, these procedures can be expected to yield physically uninteresting solution most of the time. In order to select physically interesting solutions with a
plane of symmetry orthogonal to the axis of symmetry, we propose that the following additional requirements be imposed upon $\xi_{0}$ :

$$
\begin{align*}
& \xi_{0}(-x, y)=-\xi_{0}^{*}(x, y)  \tag{40a}\\
& \xi_{0}(x,-y)=+\xi_{0}^{*}(x, y) \tag{40b}
\end{align*}
$$

The field equation (34) may be replaced by

$$
\begin{equation*}
\rho^{-1} \partial \partial \rho+\left[2 /\left(\xi_{0} \xi_{0}^{*}-1\right)^{2}\right]\left(\partial \xi_{0}\right)\left(\delta \xi_{0}^{*}\right)=0 \tag{41}
\end{equation*}
$$

which implies immediately that the metric function $P$ does not depend upon the choice of $q$. Once one has evaluated it for the vacuum field, one-may carry it over for the charged version of the field.
The metric function

$$
\begin{equation*}
f=\left(\xi_{0} \xi_{0}^{*}-1\right)^{2} /\left|\xi_{0}+\left(1-q^{2}\right)^{-1 / 2}\right|^{2} \tag{42}
\end{equation*}
$$

is easily evaluated, so we need only consider the evaluation of the $\omega$ field.
If the field $\xi_{0}(x, y)$ satisfies the condition (40a), then from Eq. (35b) it may be shown that

$$
\begin{align*}
\left(1-q^{2}\right)^{1 / 2} \operatorname{Even}(\omega)=\frac{1}{2}[ & \left(1-q^{2}\right)^{1 / 2} \\
& \left.+\left(1-q^{2}\right)^{-1 / 2}\right] \operatorname{Even}\left(\omega_{0}\right)  \tag{43a}\\
\left(1-q^{2}\right)^{1 / 2} \operatorname{Odd}(\omega)= & \operatorname{Odd}\left(\omega_{0}\right) \tag{43b}
\end{align*}
$$

where "Even" and "Odd" refer to the parts of the function which are even and odd in $x$, respectively. Thus, once $\omega_{0}$ has been constructed for the vacuum field, $\omega$ may be inferred immediately for the electrovac field. The function $\omega_{0}$ is, however, governed by the differential equation
$\rho^{-1} \delta \omega_{0}=\left[\left(\xi_{0}+1\right)^{2} \delta \xi_{0} *-\left(\xi_{0} *+1\right)^{2} \delta \xi_{0}\right] /\left(\xi_{0} \xi_{0}^{*}-1\right)^{2}$.

## VI. CONCLUSIONS

While the study of stationary axially symmetric fields remains considerably more difficult than the study of static axially symmetric fields initiated by H . Weyl in 1917, the complex potential formalism has at least isolated certain key aspects of the problem from the complexities of the four-dimensional space-time. One does not even have to understand relativity theory in order to attack the problem of finding new solutions of Eq. (3).
It is clear that an infinity of solutions remain to be discovered. If one introduces a new complex potential $\psi$ such that

$$
\begin{equation*}
\xi_{0}=-\operatorname{coth} \psi \tag{45}
\end{equation*}
$$

then this field satisfies the equation

$$
\begin{equation*}
\nabla^{2} \psi=2 i \tan (2 \operatorname{Im} \psi) \nabla \psi \cdot \nabla \psi \tag{46}
\end{equation*}
$$

where we have reverted to the notation employed in the Introduction. In the static case this reduces to Laplace's equation, so that the general solution can be found easily. In our case Eq. (46) provides a convenient vehicle for the application of approximation techniques.
For fields satisfying conditions (40) we infer that

$$
\begin{align*}
& \psi(-x, y)=-\psi^{*}(x, y)  \tag{47a}\\
& \psi(x,-y)=+\psi^{*}(x, y) \tag{47b}
\end{align*}
$$

The solutions of Eq. (46) having these attributes may be constructed explicitly to any desired order in $1 / x$. Thus, one finds

$$
\begin{equation*}
\psi(x, y)=-x^{-1} \sum_{k=0}^{\infty} \sum_{l=0}^{k} Q_{k l} P_{l}(y)\left(i x^{-1}\right)^{k} \tag{48}
\end{equation*}
$$

where the real constants $Q_{k k}$ are arbitrary and the real constants $Q_{k l}$ for $l<k$ are determined once $Q_{00}, Q_{11}, \ldots$, $Q_{k k}$ are specified. In particular, $Q_{k l}=0$ if $k-l$ is odd. The free parameters $Q_{k k}$ play a role similar to multipole moments in Newtonian gravitation theory.
A "gold ring" should be earned by the person who does for complex $\psi$ what is so simple for real $\psi$; namely, construct the general solution of Eq. (46). While this prize may continue to be ellusive, because of the absence of a linear superposition principle, a "silver ring" might be merited for the discovery of the general relation between the values of the constants $Q_{k k}$, which govern the asymptotic structure of the field, and something more directly associated with the structure of the source. What immediately comes to mind is the infinite red shift surface, upon which $\left|\xi_{0}\right|=1$. One might consider the shape of the infinite red shift surface, and the phase of $\xi_{0}$ thereon, as descriptive of the structure of the source. The objective of this approach would be to relate this structure to the values of the parameters $Q_{k k^{\prime}}$. In this manner perhaps one could circumvent the necessity of having exact solutions of the vacuum field equations.
In the meanwhile we hope that more people will be encouraged to search for specific exact solutions, a task which Tomimatsu and Sato have shown is not quite impossible. The next "bronze ring" should be awarded for the discovery of an exact solutiqn outside the Tomi-matsu-Sato class.
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We consider the set of $C^{k}$ bounded tensor fields of type $(r, s)$ on $\mathbf{R}^{4}$ in the topology of uniform $C^{k}$ convergence. For each $k \geq 2$, the map sending a metric to its curvature tensor is shown to be analytic at the Minkowski metric. The same is true of the map sending a metric to its Einstein tensor. The well-known linearized theory of gravitation amounts to studying the directional derivatives of these maps. An iterative method for solving the full field equations along an analytic curve of Einstein tensors passing through zero is proposed.

## I. INTRODUCTION

A central problem in the general theory of relativity concerns the stability of solutions to Einstein's field equations. Precisely, given a four-manifold $M$, a stressenergy tensor $T$, and an exact solution $g$ to the field equations $E(g)=-T$, the problem is to determine all "nearby" solutions and to examine, at least qualitatively, their physical properties. $\left(E(g)=\left\{\boldsymbol{R}_{a b}-\frac{1}{2} R g_{a b}\right\} d x^{a} \otimes\right.$ $d x^{b}$ is the Einstein tensor of the metric $g$. The map $g \rightarrow E(g)$ is called the Einstein map.) There are essentially two approaches to the problem, depending on what one means by the word "nearby."
(a) In the first instance, one considers all metrics $g^{\prime}$ which are in some sense close to $g$, computes the energy-momentum tensors - $E\left(g^{\prime}\right)$, and examines the physical properties of the resulting space-times ( $M, g^{\prime}$ ). One normally requires the introduction of a topology on the set of Lorentz metrics in order to determine whether or not two metrics are close to one another.
(b) In the second instance, one perturbs the energymomentum tensor $T$ to a nearby $T^{\prime}$ and attempts to solve the resulting field equations $E\left(g^{\prime}\right)=-T^{\prime}$.
In connection with (a) if one regards all Lorentz metrics on $M$ as being on an equal (mathematical footing, it appears ${ }^{1}$ that the only acceptable choice for a topology is the Whitney fine $C^{k}$ topology. However, it frequently happens that one is not concerned with all such metrics, but only those $g^{\prime}$ which are in some sense close to a fixed metric $g$. In such cases, it is possible to construct a topology which is considerably more tractable than the Whitney topology and at the same time appears to provide a suitable analytic framework within which to attack problem (b).
In this paper, we examine such a topology in the particular case where $M=\mathbb{R}^{4}$ and the preferred metric is a fixed Minkowski metric. $\eta$. Section II introduces the necessary mathematical formalism; the set of Lorentz metrics close to $\eta$ is shown to be an open subset of a Banach space. In Sec. III we show that the curvature map (the map associating with each Lorentz metric its Riemann tensor) is analytic in a neighborhood of $\eta$. [The metrics themselves need only be $C^{k}(k \geq 2)$.] It follows immediately that the Einstein map $g \rightarrow E(g)$ is analytic at $\eta$. In Sec. IV we briefly discuss the linearized theory of gravitation, which is particularly well-posed in this formalism: The linearized Einstein tensor of the metric $\eta+h$ is simply the derivative of $E$ at $\eta$ in the direction of $h$. In Sec. V we discuss an iterative procedure for solving the full field equations along an analytic curve of stress-energy tensors passing through zero.

## II. MATHEMATICAL PRELIMINARIES

Fix, once and for all, a global coordinate system $\left(x^{a}\right)$ on $\mathbb{R}^{4}$ and the Minkowski metric $\eta$ defined by these co-
ordinates, $\eta_{a b}=\operatorname{diag}\{1,-1,-1,-1\}$. Let $S_{k}$ denote the set of $C^{k}$ twice-covariant symmetric tensor fields on $\mathbb{R}^{4}$, and for $h \in \mathrm{~S}_{k}, x \in \mathbb{R}^{4}$, put

$$
\begin{align*}
& \|h(x)\|_{k}=\max _{1 \leq a, b, \ldots . \leq 4}\left\{\left|h_{a b}(x)\right|,\left|h_{c d, e}(x)\right|, \ldots,\right. \\
& \left.\quad\left|h_{i j, m_{1}, m_{2} \cdots m_{k}}(x)\right|\right\} \tag{1}
\end{align*}
$$

and set

$$
\begin{equation*}
|h|_{k}=\sup \left\{\|h(x)\|_{k}: x \in \mathbb{R}^{4}\right\} . \tag{2}
\end{equation*}
$$

Define

$$
\begin{equation*}
\Theta_{k} \equiv\left\{h \in S_{k}:|h|_{k}<\infty\right\} . \tag{3}
\end{equation*}
$$

The $|\cdot|_{k}$ norm is easily seen to be equivalent to the standard $C^{k}$ norm; this particular formulation is slightly easier to calculate with. $\mathbb{O}_{k}$ is a Banach space. Similarly, let $V_{k}$ denote the set of four-covariant $C^{k}$ tensor fields on $\mathbb{R}^{4}$ having the symmetries of curvature tensors ( $R_{[a b][c d]}=R_{a b c d}, R_{a[b c d]}=0$ ). For $R \in \mathcal{V}_{k}$, define $|R|_{k}$ as above and let

$$
\begin{equation*}
\mathbb{W}_{k} \equiv\left\{R \in V_{k}:|R|_{k}<\infty\right\} . \tag{4}
\end{equation*}
$$

$W_{h}$ is a Banach space as well. Notice that $\eta \in \mathbb{G}_{k}$ and that the ball of radius $1 / 4$ about $\eta$ consists entirely of Lorentz metrics; it is these which we shall call "close" to $\eta$. Thus we are concerned with an open ball in a Banach space. \{Notice that the complete set of Lorentz metrics contained in $\Omega_{k}$ is not an open set; for example, $\left[1 /\left(1+r^{2}\right)\right] \eta\left[r^{2}=\sum_{a}\left(x^{a}\right)^{2}\right]$ is not an interior point. This would be a real problem if we were interested in all Lorentz metrics.\}

## III. ANALYTICITY OF THE CURVATURE MAP

Let $\Omega$ be the map sending a nondegenerate $C^{k}$ metric to its $C^{k-2}$ curvature tensor. As mentioned above, the domain of $\Omega$ contains an open ball around $\eta$ in $\Omega_{k^{*}}$

Theorem: For any $k \geq 2$, the map $\Omega: \mathbb{B}_{k} \rightarrow W_{k-2}$ is analytic at $\eta$. Precisely, for any $g$ in the ball of radius $1 / 4$ about $\eta$, write $g=\eta+h$ where $|h|_{k}<1 / 4$; then
$\Omega(g)=\Omega(\eta+h)=\Omega(\eta)+\sum_{j=1}^{\infty} \frac{1}{j!} D^{i} \Omega(\eta) \cdot(h, \ldots, h)$,
$j$ times,
where, as usual,

$$
\begin{align*}
& \operatorname{Di}^{j} \Omega(\eta) \cdot(h, \ldots, h)=\frac{d}{d t_{j}} \cdots \frac{d}{d t_{1}} \\
& \qquad\left\{\begin{array}{l}
\left\{R_{a b c d}\left(\eta+t_{1} h_{1}+\cdots+t_{j} h_{j}\right) d x^{a} \otimes d x^{b} \otimes d x^{c} \otimes d x^{d}\right\} \\
t_{1}=\cdots=t_{j}=0 \\
h_{1}=\cdots=h_{j}=h
\end{array}\right. \tag{6}
\end{align*}
$$

The series on the right converges in norm in the space $W_{k-2}$.

Proof: We exhibit the power series for $\Omega(\eta+h)$ and show that it converges to $\Omega(\eta+h)$. It is necessary to work in components; all raising and lowering of indices is done with $\eta$ and the summation convention is employed throughout. We have $g=\eta+h$, where $|h|_{h}=$ $a<1 / 4$. By long division, the components of the inverse matrix to $g$ are

$$
\begin{equation*}
g^{c d}=\eta^{c d}-h^{c d}+\sum_{j=1}^{\infty}(-1)^{j+1} h^{c i_{1}} h_{i_{1}}{ }^{i_{2}} \cdots h_{i_{j}}^{d} \tag{7}
\end{equation*}
$$

This is a series of real-valued functions on $\mathbb{R}^{4}$; we need to show uniform $C^{k}$ convergence. Put $b=4 a<1$, and differentiate the series $n$ times ( $0 \leq n \leq k$ ). One finds without difficulty that, for any $x \in \mathbb{R}^{4}$,
$\left|\left(h^{c i_{1}}{h_{i_{1}}}^{i_{2}}{h_{i_{2}}}^{i_{3}} \cdots h_{i_{j}}{ }^{d}\right), a_{1} a_{2} \cdots a_{n}(x)\right|<(j+1)^{n} b^{j+1}$.
Since $\sum_{j=0}^{\infty}(j+1)^{n} b^{j+1}<\infty$ for $b<1$ (ratio test), all the series for $g^{c d}, \ldots, g^{e d}, a_{1} \cdots a_{k}$ converge uniformly and absolutely on $\mathbb{H}^{4}$ (Weierstrass test); and in the notation of Sec. II we have

$$
\begin{aligned}
\left|g^{-1}\right|_{k}<\left|\eta^{-1}\right|_{k}+\sum_{j=0}^{\infty}(j+1)^{k} b^{j+1} & \\
& =1+\sum_{j=0}^{\infty}(j+1)^{k b} j^{j+1}<\infty .
\end{aligned}
$$

So $g^{-1}$ is well defined.
Let $\Gamma_{b c}^{a}(g)$ be the Christoffel symbols of $g$ with respect to ( $x^{d}$ ). Setting $H_{d b c}=\frac{1}{2}\left\{h_{d b, c}+h_{d c, b}-h_{b c, d}\right\}$, we have

$$
\begin{equation*}
\Gamma_{b c}^{a}(g)=\eta^{a d} H_{d b c}-h^{a d} H_{d b c}+h^{a i} h_{i}^{d} H_{d b c}-+\cdots \tag{9}
\end{equation*}
$$

with absolute and uniform $C^{k-1}$ convergence. Thus $\Omega(g)=R_{a b c d}(g) d x^{a} \otimes d x^{b} \otimes d x^{c} \otimes d x^{d}$, where

$$
\begin{equation*}
R_{a b e d}(g)=2 H_{a b[c, d]}+2 H_{a s[c} \Gamma_{d] b}^{s}(g) \tag{10}
\end{equation*}
$$

and we may expand and regroup in the following way:

$$
\begin{align*}
& R_{a b c i}(g)=2 H_{a b[c, d]}+2 H_{a s[c} H_{l e \mid d] b} \eta^{s e}-2 H_{a s[c} H_{l e \mid d] b} h^{s e} \\
& \quad+2 H_{a s[c} H_{1 e \mid d] b} h^{s i} h_{i}^{e}-\cdots, \tag{11}
\end{align*}
$$

where we have convergence in the space $W_{k-2}$, with $H_{a s[c} H_{l e \mid d] b}=\frac{1}{2}\left(H_{a s c} H_{e d b}-H_{a s d} H_{e c b}\right)$.

Pemark: Because of the absolute and uniform convergence, it follows that the series for $\operatorname{Ric}(g)=$ $R_{c a b d} g^{-1 c d} d x^{a} \otimes d x^{b}=R_{a b} d x^{a} \otimes d x^{b}$ and $R(g)=R_{a b} g^{a b}$ are also convergent. From this it follows immediately that the map $E: \mathbb{B}_{k} \rightarrow \mathbb{B}_{k-2}$ sending a Lorentz metric to its Einstein tensor is also analytic at $\eta$ in the ball of radius $1 / 4$. Similar remarks apply to the map sending a Lorentz metric to its conformal curvature tensor.

## IV. THE LINEARIZED THEORY OF GRAVITATION

The best-known method for obtaining approximate solutions to the field equations is called the linearized theory (see Pirani, Ref. 2, for a fairly complete exposition and references). It has often been remarked that it is not a particularly good method, and in this section we shall see precisely why this is so. The linearized
theory proceeds roughly as follows. An energy-momentum tensor $T$ is given; instead of solving the full equations $E(g)=-T$, one replaces $E$ by a linear operator $L$ and considers the simpler equations $L(g)=-T$. $L(g)$ is defined simply by writing $g=\eta+h$, calculating $E(\eta+h)$, and retaining only those terms which are first order in $h$. The resulting linear system is then solved for $h$, and one obtains the approximate solution $g=\eta+h$.
Of course, if one now calculates the full Einstein tensor $E(\eta+h)$ for this metric, it will not be equal to - $T$. However, there is a fairly obvious relation between the two quantities, namely

$$
\begin{equation*}
D E(\eta) \cdot h=-T . \tag{12}
\end{equation*}
$$

This should be evident from the remarks in the preceeding section; $D E(\eta) \cdot h$ is just the first term in the power series expansion of $E(\eta+\hbar)$. In words, the linearized Einstein tensor is the derivative of the Einstein map at $\eta$ in the direction of $h$. Similarly, the first term $D \Omega(\eta) \cdot h$ in the series (5) or (11) is just the usual linearized curvature tensor of the metric $\eta+h$.
Once it is recast in this formalism, the shortcomings of the linearized theory are readily apparent. The relationship between $\eta+h$ and an exact solution to $E(g)=-T$ is essentially nonexistent. What we have instead is

$$
\begin{equation*}
E(\eta+h)+T=\sum_{k=2}^{\infty} \frac{1}{k!} D^{k} E(\eta) \cdot h^{k} \tag{13}
\end{equation*}
$$

a real solution (if it exists) to $E(g)=-T$ is well approximated by the linearized solution only in the case that the entire power series on the right can be neglected.

## V. AN ITERATIVE METHOD FOR SOLVING THE FIELD EQUATIONS

Consider a curve of the form

$$
g(t)=\eta+\sum_{i=1}^{\infty} \begin{align*}
& h  \tag{14}\\
& (i)
\end{align*} \frac{t^{i}}{i!},
$$

where, for the sake of definiteness, $|\underset{(i)}{h}|_{k}<\left(\frac{1}{4}\right)^{i+1}$. Then for $t \in(-1,1)$, this defines an analytic curve of metrics passing through $\eta$ and lying in the ball of radius $1 / 4$ about $\eta$ in $\mathbb{B}_{k}$. The image of this curve under the Einstein map will be an analytic curve passing through 0 in $\mathbb{B}_{k-2}$. Setting

$$
H(t)=\sum_{i=1}^{\infty}\left(\begin{array}{c}
h \\
i
\end{array} \frac{t^{i}}{i!},\right.
$$

we have

$$
\begin{align*}
& E(g(t))=D E(\eta) \cdot H(t)+(1 / 2!) D^{2} E(\eta) \cdot(H(t), H(t)) \\
& \quad+(1 / 3!) D^{3} E(\eta) \cdot(H(t), H(t), H(t))+\cdots \tag{15}
\end{align*}
$$

Expanding and regrouping according to powers of $t$, we have

$$
\begin{aligned}
& E(g(t))=\left\{\nu E(\eta) \cdot\binom{h}{(1)}\right\} t+\left\{D E(\eta)\binom{h}{(2)}\right. \\
&\left.+D^{2} E(\eta) \cdot\binom{h}{(1)}\binom{h}{1}\right\} t^{2} / 2! \\
& \text { II }
\end{aligned}
$$

$$
\begin{gathered}
+\left\{D E(\eta)(\underset{(3)}{h})+3 D^{2} E(\eta)(\underset{(1)}{h}, \underset{(2)}{h})+D^{3} E(\eta)(\underset{(1)}{h}, \underset{(1)}{h}, \underset{(1)}{h})\right\} \\
\text { III }
\end{gathered}
$$

$$
\begin{equation*}
\times t^{3} / 3!+\cdots \tag{16}
\end{equation*}
$$

Now conversely, suppose we are given an analytic curve

$$
T(t)=\sum_{i=1}^{\infty} \underset{(i)}{T} \frac{t^{i}}{t!}
$$

of stress-energy tensors with $T(0)=0$. Then we can try to find a solution curve of the form (14). According to (16), the equations to be solved are then (in order)

$$
\begin{aligned}
& \text { I: } D E(\eta) \cdot\binom{h}{(1)}=-\underset{(1),}{T}, \quad \text { for } \underset{(1)}{h}, \\
& \text { II: } D E(\eta) \cdot\binom{h}{(2)}=-\underset{(2)}{T}-D^{2} E(\eta)(\underset{(1)}{h},(1), \quad \text { for }(2)
\end{aligned}
$$

$$
\begin{align*}
& \text { III: } D E(\eta)(\underset{(3)}{h})=-\underset{(3)}{T}-3 D^{2} E(\eta)(\underset{(1)}{\boldsymbol{h}}, \underset{(2)}{h}) \\
& -D^{3} E(\eta)\binom{h}{(1)(1)(1)}, \quad \text { for } \underset{(3)}{h} \text {, } \\
& \text {...etc. } \tag{17}
\end{align*}
$$

It should be noted that at each stage of the iteration process, one has only to solve a linear equation, which is, in principle, possible.
${ }^{1}$ D. Lerner, Comm. Math. Phys. (to be published).
${ }^{2}$ F. A. E. Pirani, in Lectures on General Relativity, 1964 Brandeis
Summer Institute in Theoretical Physics, Vol. 1 (Prentice-Hall, Englewood Cliffs, N. J., 1965).
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#### Abstract

Asymptotic simplicity is shown to be $k$-stable ( $k \geq 3$ ) at any Minkowski metric on $\mathbb{R}^{4}$ in both the Whitney fine $C^{k}$ topology and a coarser topology (in which the $C^{k}$ twice-convariant symmetric tensors form a Banach manifold whose connected components consist of tensor field asymptotic to one another at null infinity). This result, together with a sequential method for solving the field equations previously proposed by the authors, allows a fairly straightforward proof that a well-known result in the linearized theory holds in the full nonlinear theory as well: There are no nontrivial (i.e., non-Minkowskian) asymptotically simple vacuum metrics on $\mathbb{R}^{4}$ whose conformal curvature tensors result from prescribing zero initial data on past null infinity.


## I. INTRODUCTION

The concept of asymptotically simple space-time manifolds, introduced by Penrose, 1,2 is a fruitful one in the study of asymptotic conditions in general relativity and one which Penrose has used to good advantage. ${ }^{3}$ One would like to have more examples of asymptotically simple space-times than the single example now known, namely Minkowski space-time. In this paper it is shown that there are many asymptotically simple space-times; in fact, there is an open neighborhood of any Minkowski metric on $\mathbb{R}^{4}$ in the Whitney fine $C^{k}$ topology ( $k \geq 3$ ) on the set of Lorentz metrics on $\mathbb{R}^{4}$ all of whose elements are asymptotically simple metrics. Using this result and a formulation for weak gravitational fields developed by the authors, ${ }^{4}$ we show that a certain linearized solution to the vacuum field equations has an exact counterpart in the full nonlinear theory. Section II deals with definitions and preliminaries; Sec. III gives a proof of the asserted result for asymptotically simple space-times; Sec. IV extends the known linear result to the full theory; and Sec. $V$ gives some concluding remarks and conjectures.

## II. MATHEMATICAL PRELIMINARIES

A space-time manifold is a pair ( $M, g$ ) where $M$ is a four-dimensional $C^{\infty}$ differentiable manifold and $g$ is a $C^{3}$ pseudo-Riemanian metric on $M$ of signature - 2 which is time-oriented and possesses no closed timelike $C^{1}$ curves. A space-time manifold ( $M, g$ ) is said to be asymptotically simple if there exists a space-time manifold ( $\bar{M}, \bar{g}$ ) with boundary whose interior is conformal to ( $M, g$ ) with $\bar{g}=\Omega^{2} g, \Omega>0$, which satisfies:
(1) $\bar{M}$ is a $C^{4}$ differentiable manifold with boundary $\mathscr{g}$ and $\tilde{g}$ is a $C^{3}$ pseudo-Riemannian metric on $m$,
(2) $\Omega$ is $C^{3}$ on $\bar{M}, \Omega=0$ on $\mathscr{G}$, and $d \Omega \neq 0$ on $\mathscr{G}$,
(3) Every maximally extended null geodesic in the interior of $M^{2}$ intersects 9 in precisely two points. ${ }^{1}$

Minkowski space-time ( $\mathbb{R}^{4}, \eta$ ) is an example of an asymptotically simple space-time. The manifold $(\tilde{M}, \tilde{\eta})$ whose interior is conformal to ( $\mathbb{R}^{4}, \eta$ ) is obtained by constructing the conformally-compactified Minkowski spacetime ${ }^{5,6}$ and then slicing this manifold apart along the light cone at infinity. The result is represented pictorially in Fig.1. The points $I^{+}, I^{0}$, and $I^{-}$are not points of $\mathfrak{G}$.

An exposition on the Whitney topologies applied to problems in general relativity is given by Lerner, ${ }^{7}$ and only a brief summary will be given here. Given an arbitrary Riemannian metric $\mu$ on a differentiable manifold $M$, a $W_{0}$ (Whitney fine $C^{0}$ ) neighborhood base of a


FIG. 1
$C^{0}$ tensor field $t \in \Gamma^{0}\left(T_{s}^{r}(M)\right)$ is given by sets of the form

$$
\begin{aligned}
& W_{\mu}(t, \epsilon(x))=\left\{s \mid s \in \Gamma^{\circ}\left(T_{s}^{r}(M)\right)\right. \\
&\left.\quad \text { and }\|s-t\|_{\mu}(x)<\epsilon(x), \forall x \in M\right\} .
\end{aligned}
$$

Here $\epsilon(x)$ is any positive continuous function on $M$ and $\|\cdot\|_{\mu}(x)$ is the $\mu$ norm in $T_{s}^{r} M_{x}$. A $W_{k}$ (Whitney fine $C^{k}$ ) neighborhood base ( $k \geq 0$ ) of a tensors field $t \in \Gamma^{k}$ ( $T_{s}^{r}(M)$ ) is given by sets of the form

$$
\begin{aligned}
& W_{\mu}^{k}(t, \epsilon(x))=\left\{s \mid s \in \Gamma^{k}\left(T_{s}^{r}(M)\right) \text { and }\|s-t\|_{\mu}(x)<\epsilon(x),\right. \\
& \left.\|\nabla(s-t)\|_{\mu}(x)<\epsilon(x), \ldots,\left\|\nabla_{s}^{k}(s-t)\right\|_{\mu}(x)<\epsilon(x), \forall x \in M\right\} .
\end{aligned}
$$

where $\nabla_{s}^{i}$ denotes the totally symmetrized $i$ th covariant derivative with respect to the Riemannian metric $\mu$.
This gives a convenient description of the $W^{k}$ topologies (the Whitney fine $C^{k}$ topologies); an altogether equivalent formulation, which is manifestly independent of $\mu$ and perhaps more physically intuitive as well, is given in Ref. 7.
The set of all $C^{k}$ Lorentz metrics (pseudo-Riemannian metric tensor fields of signature -2) on $M$ will be denoted by $L^{k}(M)$. A property $P$ on $\Gamma^{k}\left(T_{s}^{r}(M)\right)$ is said to be $k$-stable at a tensor $t \in \Gamma^{k}\left(T_{s}^{r}(M)\right)$ if there exists an open $W^{k}$ neighborhood of $t$ all the elements of which possess property $P$. For example, geodesic completeness is $k$-stable, $k \geq 2$, on $L^{k}(M)$ as is time orientability. The purpose of Sec. III is to prove that asymptotic simplicity is $k$-stable, $k \geq 3$, at $\eta$ in $L^{k}$.
Another topology is used on $L^{k}\left(\mathbb{R}^{4}\right)$ in Sec. IV which was introduced by Lerner and Porter. ${ }^{4}$ Given $\eta$ and a Minkowski coordinate systems $\left\{x^{i}\right\}$ on $\mathbb{R}^{4}$ in which $\eta=$ $d s^{2}=\left(d x^{0}\right)^{2}-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}$, for any $t \in$ $\Gamma^{k}\left(T_{s}^{r}\left(\mathbb{R}^{4}\right)\right)$ set

$$
\begin{aligned}
\|t(x)\|_{k}=\max _{\text {components }}\{\mid t & :::(x) \mid, \\
& \left.|t:::, \cdot(x)|, \ldots,\left|t:::, \ldots_{k^{\prime}}(x)\right|\right\}
\end{aligned}
$$

where $t:::(x)$ stands for the components of $t$ in $\left\{x^{i}\right\}$ and ,$\ldots$ denotes coordinate derivatives with respect to $\left\{x^{i}\right\}$. Let

$$
|t|_{k}=\sup \left\{\|t(x)\|_{k} \mid x \in \mathbb{R}^{4}\right\} .
$$

Define

$$
B_{k}^{(r, s)}=\left\{\left.t \in \Gamma^{k}\left(T_{s}^{r}\right)| | t\right|_{k}<\infty\right\} .
$$

Then $\left.\left.\left\langle B_{k}^{(r, s)},\right| \cdot\right|_{k}\right\rangle$ is a Banach space; the topology is equivalent to that of uniform $C^{k}$ convergence.
Given a particular Minkowski metric $\eta$ on $\mathbf{R}^{4}$ and the conformal factor $\Omega$ mentioned in the definition of asymptotic simplicity, one can define the set of tensor fields of type $(r, s)$ asymptotic to zero at null infinity:

$$
\begin{aligned}
& A_{k}^{(r, s)} \equiv\left\{t \in B_{k}^{(r, s)}: \Omega^{2} t \text { extends to a } C^{k}\right. \text { tensor } \\
& \text { field on } \left.\tilde{M} \text { with } \Omega^{2} t=0 \text { on } g\right\} .
\end{aligned}
$$

[The conformal factor $\left(\Omega^{2}\right)$ used in the definition of $A_{k}(r, s)$ for certain applications may be changed to another power of $\Omega$. The factor $\Omega^{2}$ is the correct one to use for metrics asymptotic to $\eta$ in $B^{(0,2)}$.] $A_{k}^{(r, s)}$ is a closed subspace of $B_{k}^{(r, s)}$ and thus a Banach space in its own right. The set $\Gamma^{k}\left(T_{s}^{r}\left(\mathrm{R}^{4}\right)\right.$ is made into a Banach manifold by taking the sets

$$
\left\{U_{\alpha} \equiv \alpha+A_{k}^{(r, s)}: \alpha \in \Gamma^{k}\left(T_{s}^{r}\left(\mathbb{R}^{4}\right)\right)\right\}
$$

for an (analytic) atlas. Two tensor fields $\alpha, \beta \in$ $\Gamma^{k}\left(T_{s}^{r}\left(\mathbb{R}^{4}\right)\right)$ lie in the same connected component in this topology iff $\alpha-\beta$ is asymptotic to zero at null infinity. The fields $\alpha$ and $\beta$ are then said to be asymptotic at infinity. This topology is called the $A^{k}$ topology on tensor fields. It is clear that the $W^{k}$ topology is finer than the $A^{k}$ topology (any open set in the $A^{k}$ topology is open in the $W^{k}$ topology as well).

## III. STABILITY AND ASYMPTOTIC SIMPLICITY

Theorem 1: Asymptotic simplicity is a $k$-stable property, $k \geq 3$, in $L^{k}\left(\mathbb{R}^{4}\right)$ at any Minkowski metric $\eta$ on $\mathrm{R}^{4}$.

Proof: It is necessary to exhibit an open $W^{k}$ neighborhood, $k \geq 3$, of $\eta$ in $L^{k}\left(\mathbb{R}^{4}\right)$, the Lorentz metrics in which are all asymptotically simple. First, there exists an open $W^{k}$ neighborhood $U_{1}$ in $\bar{M}-g$ of $\bar{\eta}$, all the Lorentz metrics in which are equal to $\tilde{\eta}$ on 9 . Since $\bar{M}-g$ is differomorphic to $\mathrm{R}^{4}$ by virtue of the conformal relatedness, an open $W^{k}$ neighborhood $U_{1}$ of $\eta$ in $\mathbb{R}^{4}$ is obtained. All the Lorentz metrics in $U_{1}$ are asymptotic to the Minkowski metric $\eta$. The Lorentz metrics in $U_{1}$ satisfy the first two defining properties of asymptotic simplicity (using the same $\bar{M}$ and $\Omega$ as for ( $\mathrm{R}^{4}, \eta$ ) and defining $\bar{g}=\Omega^{2} g$ for $g \in U_{1}$ ).
The third defining property of asymptotic simplicity states that null geodesics are complete and that, intuitively, they reach "infinity". This is certainly true for Minkowski space and an open $W^{k}$ neighborhood of $\eta$ must be exhibited, all the Lorentz metrics in which exhibit this feature. To this end, it is noted that the spray of $\eta$ is certainly complete and that the completeness of a vector field is a stable property. ${ }^{7}$ [The spray of a metric $g$ on $M$ is the map sp: $T M \rightarrow T T M$ defined locally as sending $\left(p, v_{p}\right) \rightarrow\left(p, v_{p}, v_{p},-\Gamma(p)\left(v_{p}, v_{p}\right)\right)$ where $\Gamma(p)$ is the connection of $g$ af $p$. The spray of a metric is a second-order differential equation on $M$ and its curves give the geodesics of $g$. Geodesic completeness of $g$ means that the vector field $\mathrm{sp}(g)$ is complete.] Thus
there exists a $W^{k-1}$ neighborhood of the spray of $\eta$ in $\Gamma^{k-1}(T T M)$ all the vector fields in which are complete. As the map sending a Lorentz metric to its spray is continuous, there exists an open neighborhood $U_{2}$ of $\eta$, all the metrics in which are geodesically complete. Let $U_{3}=U_{1} \cap U_{2}$.
If a Minkowski coordinate system $\left\{t=x^{0}, x^{1}, x^{2}, x^{3}\right\}$ is chosen for $\eta$, so that $d s^{2}=d t^{2}-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-$ $\left(d x^{3}\right)^{2}$, then any null geodesic in ( $\mathrm{R}^{4}, \eta$ ) has the property that it crosses each of the $t=$ const hypersurfaces. Thus the null spray of $\eta$ [in these coordinates $\left(x^{i}, v^{i}\right) \rightarrow$ ( $x^{i}, v^{i}, v^{i}, 0$ ) where $\eta_{i j} v^{i} v^{j}=0$ ] is transverse to the hypersurfaces $t \circ \pi=$ const, where $\pi$ is the projection associated with the tangent bundle, $T \mathbb{R}^{4}$. This transversal property is stable and so there exists a $W^{k}$ open neighborhood $U_{4}$ of $\eta$ containing only metrics whose null sprays are transverse to the hypersurfaces $t \circ \pi=$ const. Let $U=U_{3} \cap U_{4}$. The metrics in $U$ satisfy the properties (1) and (2) of asymptotically simplicity, and have complete null sprays transverse to each $t \circ \pi=$ constant hypersurface. The claim is that the metrics will also satisfy property (3). Null geodesics (maximally extended) for a metric $g$ in $U$ cross each $t=$ const hypersurface. Since null geodesics are conformally invariant, the image of a null geodesic of ( $\mathbb{R}^{4}, g$ ) under the conformal map is a null geodesic of ( $\bar{M}, \tilde{g}$ ). Thus a null geodesic (maximally extended) of ( $M, g$ ) can only fail to have two points on $\mathscr{G}$ if it contains $I^{+}$, $I^{0}$, or $I^{-}$. See Fig.2. But this is impossible as the past light cone of $I^{+}$is $\mathscr{G}^{+}$, the light cone of $I^{0}$ is $\Im$, and the future light cone of $I^{-}$is $\mathrm{g}^{-}$. Thus, for example, the only null geodesics in ( $\tilde{M}, \bar{g}$ ) containing $I^{+}$are those that lie on $\mathscr{G}^{+}$and no null geodesic from $\tilde{M}-\mathscr{G}$ can contain $I^{+}$. Thus, we have an open $W^{k}$ neighborhood $U$ of $\eta$ in $L\left(\mathbb{R}^{4}\right)$ containing only asymptotically simple spacetimes.

So there are many asymptotically simple space-times based in $\mathbb{R}^{4}$; in particular, ones which are not conformally flat.
A slightly stronger version of Theorem 1 can be proved.
Theorem 1': Asymptotic simplicity is stable at $\eta$ in the $A^{k}$ topology on the set $B_{k}$ of $C^{k}$ Lorentz metrics which are asymptotic to $\eta$.
The $A^{k}$ topology is coarser than the $W^{k}$ topology and the additional asymptotic condition is essential. The proof proceeds similarly to that above, with one making certain that at each step the $W^{k}$ open sets can be replaced with $A^{k}$ open sets all the elements in which are asymptotic to $\eta$.

## IV. CURVES OF LORENTZ METRICS

Given a curve in $L^{k}\left(\mathbb{R}^{4}\right), k \geq 2$, of Lorentz metrics at $\eta, g: t \rightarrow g(t)$ such that $g(0)=\eta$, the induced curve of Riemann tensors is denoted by $\Omega: t \rightarrow \operatorname{Riem}(g(t)) \in$ $\Gamma^{k-2}\left(T{ }_{4} \mathbf{R}^{4}\right)$, the induced curve of Ricci tensors is denoted by Ric: $t \rightarrow \operatorname{Ricci}(g(t)) \in \Gamma^{k-2}\left(T_{2} \mathrm{R}^{4}\right)$, and the in-


FIG. 2
duced curve of conformal tensors is denoted by Co: $t \rightarrow$ conf. $\left.(g(t)) \in \Gamma^{k-2}\left(T Q^{( } \mathbb{R}^{4}\right)\right)$. If $g$ is in $B_{k}^{(0,2)}$ for $\eta$ and Minkowski coordinate system $\left\{x^{i}\right\}$, then the three induced curves $\Omega$, Ric, and Co have images in $B_{k-2}^{(0,4)}$, $B_{k-2}^{(0)}$, and $B_{k-2}^{(0,4)}$, respectively. ${ }^{4}$ If, in addition, $g$ is analytic at $\eta$, then the induced curves are all analytic at zero in the respective spaces.
On the other hand; if an analytic curve is given at 0 in $B_{k-2}^{(0,2)}$, the question arises as to whether there exists an analytic curve in $B_{k}^{(0,2)}$ of Lorentz metrics at $\eta$ which induces the given curve in $B_{k-2}^{(0,2)}$ as its curve of Ricci tensors. This, in general, will not be the case; when it is true one can solve the field equations in general relativity by solving sequentially a set of linear partial differential equations. The difficulties are with respect to boundedness of the terms and convergence of the resulting sequence. An additional freedom in the resulting curve is fixed by appropriate initial conditions for $g$. This additional freedom is a useful adjunct in trying to find such an analytic curve of Lorentz metrics.

Theorem 2: Let $t \rightarrow g(t) \in B_{k}^{(0,2)}(k \geq 3)$ be an analytic curve of vacuum metrics $(\operatorname{Ric}(g(t))=0$, all $t$ ) on $\mathbb{R}^{4}$ with $g(0)=\eta$. Suppose that
(a) for all $t, g(t)$ is asymptotic to $\eta$,
(b) for each $t$, the conformal curvature tensor of $g(t)$ results from zero initial data on $\mathcal{G}^{-}$in the conformally related ( $\vec{M}, \vec{\eta}$ ).
Then $g(t)$ is a curve of Minkowski metrics.
Proof: Given a curve of Lorentz metrics analytic at $\eta, g: t \rightarrow g(t)$, the analyticity at $\eta$ requires that

$$
g(t)=\eta+\sum_{i=1}^{\infty} \underset{(i)}{h} \frac{t^{i}}{i!}
$$

The requirement that the curve be asymptotic to $\eta$ is that the curve

$$
\sum_{i=1}^{\infty} \underset{(i)}{ } n \frac{t^{i}}{i!}
$$

by asymptotic to zero. Tensor fields of any given type in $B_{k}($, ) asymptotic to zero form a Banach space. There is an open interval about zero for which the curve $g$ has its image in the set of asymptotically simple metrics on $\mathbb{R}^{4}$ as guaranteed by Theorem $1^{\prime}$; let $t$ be restricted to such an interval. The solution of the equations for the Ricci tensor and conformal tensor for this curve then proceeds sequentially. Since the corresponding maps Ric and Co are analytic at $\eta$, the corresponding curves are completely determined by their derivatives for $t=0$. The zeroth derivative gives conditions automatically satisfied since Minkowski space-time has zero Ricci tensor and zero conformal tensor. The first derivative of the curve of Ricci tensors at $t=0$ simply gives the vanishing of the linearized Ricci tensor for $\eta+h_{\text {(1) }}$,

$$
\begin{aligned}
& +\eta_{(1)}^{a d} \underset{(1), a c}{h}=0 .
\end{aligned}
$$

The first derivative of the curve of conformal tensors at $t=0$ yields the linearized conformal tensor $C_{(1) a b c d}$ of $\eta+h$ (1) which must in the conformally related picture $(\bar{M}, \eta)$ be obtained from zero initial data on the null Cauchy hypersurface $9^{-}$. The linearized conformal
tensor, $C_{(1) a b c d}$, satisfies the linearized Bianchi identities $\eta^{d e} C{ }_{(1)} a b c d, e=0$, whose spinor equivalent is $\nabla^{A A^{\prime}} \psi_{A B C D}=0$ if $\psi_{A B C D}$ represents $C_{(1) a b c d}$. By using the techniques developed by Penrose ${ }^{1}$ for handling such zero rest-mass field equations in a conformally invariant manner, a spinor field $\phi_{A B C D}=\Omega^{-1} \psi_{A B C D}$ is obtained on ( $\bar{M}, \vec{\eta}$ ) satisfying $\nabla^{A A^{\prime}} \phi_{A B C D}=0$. Initial data for $\phi_{A B C D}$ is given on the null Cauchy hypersurface $g^{-}$, namely zero data, and the solution at a point $p \in \widetilde{M}$ of the initial value problem for the equation $\nabla^{A A^{\prime}} \phi_{A B C D}=0$ can be obtained as a generalized Kirchoff integral over the intersection of the past light cone of $p$ and the initial data surface $9^{-.}{ }^{3}$ For zero initial data, the resulting field $\phi_{A B C D}$ is zero and thus $\psi_{A B C D}=0$ or equivalently $C_{(1) a b c d}=0$.
The fact that the linearized Ricci tensor and the linearized conformal tensor of $\eta+h_{(1)} h$ are both zero is equivalent to the vanishing of the linearized Riemann tensor. This fact is best exploited by using the Cartan structure equations in their linearized forms for the determination of $h_{(1)}$. The structure equations are

$$
\begin{aligned}
& d \theta^{a}+\omega_{b}^{a} \wedge \theta^{b}=0 \\
& d \omega_{b}^{a}+\omega_{c}^{a} \wedge \omega_{b}^{c}=\frac{1}{2} R_{b}^{a}
\end{aligned}
$$

where $\theta^{a}$ is a basis for cotangent vector fields, $\omega^{a}{ }_{b}$ is the connection form whose Riemann curvature form is $R_{b}^{a}$. In the frame $\theta^{a}=d x^{a}$ the metric $\eta+h_{(1)}$ yields the linearized structure equations with linearized connection $\omega^{a}{ }_{b}$

$$
\begin{align*}
& \omega_{b}^{a} \wedge \theta^{b}=0  \tag{1}\\
& d \omega_{b}^{a}=0 \tag{2}
\end{align*}
$$

Equation (2) says that the 1 -form $\omega^{a}{ }_{b}=\omega^{a}{ }_{b c} d x^{c}$ is closed and since the manifold is simply connected, $\omega^{a}{ }_{b}$ is exact,

$$
\begin{equation*}
w_{b c}^{a}=\mu_{b, c}^{a} \tag{3}
\end{equation*}
$$

Equation (1) then gives $\mu_{b, c}^{a} d x^{b} \wedge d x^{c}=0$ or that the 1 -form $\mu^{a}=\mu^{a}{ }_{b} d x^{b}$ is closed. Again, simple connectivity says that $\mu^{a}$ is exact,

$$
\mu_{b}^{a}=\underset{(1)}{\sigma^{a}, b}
$$

and thus

$$
\begin{equation*}
\omega_{b c}^{a}=\sigma_{(1)}^{\sigma^{a}}, b c \tag{4}
\end{equation*}
$$

The tensor $h_{(1) a b}$ is obtained from the linearized equation for the vanishing of the covariant derivative of the metric, i.e., $\left.D g_{a b ; c}(t)\right|_{t=0}\left(h_{(1) a b}\right)$, resulting in

$$
\begin{equation*}
\underset{(1)}{h_{a b, c}}=\eta_{a d}{\underset{(1)}{\sigma}}^{d}, b c+\eta_{b d}^{(1)}{ }^{d}, a c, \tag{5}
\end{equation*}
$$

whose solution (absorbing constants of integration into $\left.\sigma_{(1)}{ }^{a}\right)$ is

$$
\begin{equation*}
\underset{(1)^{a b}}{h}=\underset{(1)^{a, b}}{\sigma}+\underset{(1)^{b, a}}{\sigma} \tag{6}
\end{equation*}
$$

where

$$
\underset{(1)}{\sigma} a=\eta_{a d} \underset{(1)}{\sigma}
$$

The four functions $\sigma_{(1) a}$ are required to be $C^{4}$ and to be appropriately bounded in $B_{4}^{(0,0)}$.

A coordinate transformation $x^{\prime a}=x^{a}+t \sigma_{(1)}^{a}$ yields the same curve of metrics which, when expressed in the new coordinate system, has zero linear term:

$$
\begin{equation*}
\eta+0 \cdot t+\sum_{i=2}^{\infty} \underset{(i)}{h^{\prime}} \frac{t^{i}}{i!} \tag{7}
\end{equation*}
$$

The next step in the sequential solution is to determine $h^{\prime}{ }_{(2)}$ from the conditions imposed on the curve of Ricci terms (namely that it be the constant curve 0 ) and the curve of conformal tensors. The resulting equations for $h^{\prime}(2)$ are exactly those previously solved for $h_{(1)}$ and the same technique that resulted in Eq. (7) yields a curve of the form

$$
\begin{equation*}
\eta+0 \cdot t+0 \cdot \frac{t^{2}}{2!}+\sum_{i=3(i)}^{\infty} h^{\prime \prime} \frac{t^{i}}{i!} \tag{8}
\end{equation*}
$$

Continuing, it is seen that the resulting curve is a curve of Minkowski metrics as required. For each $t$, the transformation

$$
\bar{x}^{a}=x^{a}+\sum_{i=1}^{\infty} \underset{(i)}{\sigma^{a}} \frac{t^{i}}{i!}
$$

exhibits $g(t)$ in a Minkowski coordinate system.

## v. CONCLUSION

The following questions arise:
(1) Is asymptotic simplicity $W^{k}$ stable? Theorem 1 is the proof that this is the case at any Minkowski
metric on $\mathbb{R}^{4}$, $\left(\mathbf{R}^{4}, \eta\right)$. The proof utilizes some special properties of Minkowski space and no obvious generalizations of the techniques involved exist. Also note that Theorem 1 gives the stability of weakly asymptotically simple spaces ${ }^{1}$ at any weakly asymptotically simple space whose corresponding asymptotically simple space is in the open $W^{k}$ neighborhood of $\left(\mathbb{R}^{4}, \eta\right)$ exhibited in the theorem.
(2) Is it possible to use the techniques in Sec. IV to generate nontrivial analytic curves of solutions to prescribed field equations? Considerations of this nature are to appear in a forthcoming paper by the authors.
(3) Is it possible to obtain conditions under which the linearized solutions to the field equations actually determine the behavior of solutions in the full theory? Included in this might be a formulation of stable properties in terms of Lyapunov functionals.
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# On the three-body linear problem with three-body interaction* 

J. Wolfes ${ }^{\dagger}$<br>Internationale Centre for Theoretical Physics, Trieste, Italy<br>(Received 8 November 1972)

A three-body potential is introduced for which Schrödinger's equation of the three-body linear problem with additional harmonic and inverse cube forces is solved exactly.

## I. INTRODUCTION

The three-body linear problem has been solved exactly for only two distinct potentials ${ }^{1}$ :

$$
\begin{align*}
& V_{1}=\sum_{1}^{3} a_{i} \delta\left(x_{i}-x_{j}\right)  \tag{1a}\\
& V_{2}=\sum_{1}^{3}\left[\omega^{2}\left(x_{i}-x_{j}\right)^{2}+g\left(x_{i}-x_{j}\right)^{-2}\right] \tag{1b}
\end{align*}
$$

Its seems reasonable to assert that this list exhausts all possibilities of exact solution in terms of two-body interactions.

Therefore, in order to extend the application of the three-body linear model, an exact solving three-body potential might be of interest since, as far as we know, no example with this potential is available up to date. The potential to be introduced has the generic form

$$
\begin{equation*}
V_{i j, k}=f\left[\left(x_{i}-x_{k}\right)+\left(x_{j}-x_{k}\right)\right]^{-2}, \tag{2}
\end{equation*}
$$

where $f$ is a real parameter. It represents the interaction between the $i-j$ couple due to the presence of the third $k$-body. The potential is reasonable since it depends, in a symmetric way, on the distance of each particle with respect to the third particle and, furthermore, it tends to zero when the third body approaches infinity with respect to the other two. Besides, it can also be understood as a generalization of a two-body potential, since for $k=i$ or $k=j$ Eq. (2) becomes a twobody inverse square potential.

We apply the three-body potential to two different problems for which Schrödinger's equation separates in a nontrivial way.

The main characteristic of this model is the appearance of anisotropic states for distinguishable particles. Order and statistics are the other two features of the solutions to be discussed.

In Sec. II, Schrödinger's equation of the most general problem is established and the symmetry properties of the coordinate system are discussed. In Secs. III and IV we solve the problem of three equal-mass linear bodies interacting via three-body plus harmonic and/or inverse cube forces. Section $V$ is devoted to some general remarks and future outlook.

## II. SCHRODINGER'S EQUATION AND COORDINATES

In this section we write Schrödinger's equation for the general problem which includes harmonic, inverse cube, and three-body forces. We start with one-dimensional cartesian coordinates $x_{i}$, and then transform the equation into center-of-mass polar coordinates ( $r, \varphi$ ) for which separation and exact solution is possible.

We have then $\left(\hbar^{2} / 2 m=1\right)$

$$
\begin{align*}
& \left(-\sum_{i=1}^{3} \frac{\partial^{2}}{\partial x_{i}^{2}}+\sum_{i, j=1}^{3}\left[\frac{1}{6} \omega^{2}\left(x_{i}-x_{j}\right)^{2}+2 g\left(x_{i}-x_{j}\right)^{-2}\right]\right. \\
& \left.+\sum_{i, j, k=1}^{3} 6 f\left[\left(x_{i}-x_{k}\right)+\left(x_{j}-x_{k}\right)\right]^{-2}-E\right) \underset{i \neq j \neq k}{\Psi}\left(x_{1}, x_{2}, x_{3}\right) \\
& =0 . \tag{3}
\end{align*}
$$

Introducing center-of-mass coordinates

$$
\begin{align*}
& \sqrt{2} u=x_{1}-x_{2} \\
& \sqrt{6} v=x_{1}+x_{2}-2 x_{3}  \tag{4a}\\
& 3 R=x_{1}+x_{2}+x_{3}
\end{align*}
$$

so that
$x_{2}-x_{3}=\frac{1}{2} \sqrt{2}(\sqrt{3} v-u), \quad x_{3}-x_{1}=-\frac{1}{2} \sqrt{2}(\sqrt{3} v+u)$,
we obtain for (3), after eliminating the $R$ coordinate,
$\left[-\frac{\partial^{2}}{\partial u^{2}}-\frac{\partial^{2}}{\partial v^{2}}+\omega^{2}\left(u^{2}+v^{2}\right)+9 g \frac{\left(u^{2}+v^{2}\right)^{2}}{u^{2}\left(3 v^{2}-u^{2}\right)^{2}}\right.$
$\left.+9 f \frac{\left(u^{2}+v^{2}\right)^{2}}{v^{2}\left(3 u^{2}-v^{2}\right)^{2}}-E\right] \Psi(u, v)=0$,
where $E$ is now the energy in the c. m. frame. Finally we introduce the polar coordinates $(r, \varphi)$ :

$$
\begin{equation*}
u=r \sin \varphi, \quad v=r \cos \varphi \tag{6}
\end{equation*}
$$

so that

$$
\begin{align*}
& \sin 3 \varphi=\sin \varphi\left(\sin ^{2} \varphi-3 \cos ^{2} \varphi\right)=r^{-3} u\left(u^{2}-3 v^{2}\right)  \tag{7}\\
& \cos 3 \varphi=\cos \varphi\left(\cos ^{2} \varphi-3 \sin ^{2} \varphi\right)=r^{-3} v\left(v^{2}-3 u^{2}\right)
\end{align*}
$$

and Eq. (5) becomes

$$
\begin{align*}
& {\left[-\frac{\partial^{2}}{\partial r^{2}}-\frac{1}{r} \frac{\partial}{\partial r}-\frac{\partial^{2}}{\partial \varphi^{2}}+\omega^{2} r^{2}+9 g(r \sin 3 \varphi)^{-2}\right.} \\
& \left.+9 g(r \cos 3 \varphi)^{-2}-E\right] \Psi(r, \varphi)=0 \tag{8}
\end{align*}
$$

This equation can be separated ( $\lambda^{2}$ is the separation constant):

$$
\begin{align*}
& \left(-\frac{\partial^{2}}{\partial r^{2}}-\frac{1}{r} \frac{\partial}{\partial r}+\omega^{2} r^{2}+\frac{\lambda^{2}}{r^{2}}-E\right) \chi(r)=0  \tag{9a}\\
& \left(-\frac{\partial^{2}}{\partial \varphi^{2}}+\frac{9 g}{\sin ^{2} 3 \varphi}+\frac{9 f}{\cos ^{2} 3 \varphi}-\lambda^{2}\right) \quad \phi(\varphi)=0 . \tag{9b}
\end{align*}
$$

Both equations can be solved exactly. By putting $f=0$ and $g=0$, one obtains the well-known harmonic oscillator problem. The case where only $f=0$ was solved by Calogero. ${ }^{1 b}$ In this paper we discuss the solutions obtained for $g=0$ and $f \neq 0$ as well as $g \neq 0$ and $f \neq 0$. The $r$ equation is the same for all cases mentioned above and its solution is well known. Only for the sake of com-


FIG. 1. $p$ sectors of order due to inverse cube forces.
pleteness shall we solve it at this stage. To this end one makes the ansatz

$$
\begin{equation*}
\chi(r)=r^{b} \exp \left(c r^{2}\right) F\left(a r^{2}\right) \tag{10}
\end{equation*}
$$

And replacing (10) in (9a), one obtains a confluent hypergeometric equation for $F$ if

$$
\begin{equation*}
a=-2 c=\omega, \quad b= \pm \lambda \tag{11}
\end{equation*}
$$

then

$$
F\left(\alpha ; \gamma ; \omega r^{2}\right)=F\left[\frac{1}{2}(1 \pm \lambda)-E / 4 \omega ; 1 \pm \lambda ; \omega r^{2}\right] .
$$

The physically acceptable solution is obtained by choosing $b$ positive and by requiring $F$ to be a (Laguerre) polynomial, that is,

$$
b=\lambda>0, \quad \frac{1}{2}(1+\lambda)-E / 4 \omega=-n,
$$

so that the solution of the $r$ equation is

$$
\begin{equation*}
\chi_{\lambda n}(r)=r^{\lambda} \exp \left(-\frac{1}{2} \omega r^{2}\right) L_{n}^{\lambda}\left(\omega r^{2}\right) \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
E=2 \omega(2 n+\lambda+1), \quad n=0,1,2, \cdots \tag{13}
\end{equation*}
$$

Next we discuss the very important symmetry properties of the coordinate system ( $r, \varphi$ ). From (4) and (6) one obtains

$$
\begin{equation*}
x_{1}-x_{2}=\sqrt{2} r \sin \varphi, \quad x_{1}+x_{2}-2 x_{3}=\sqrt{6} r \cos \varphi \tag{14}
\end{equation*}
$$

Since the three $x_{i}$ coordinates are collinear, a specific value of $\varphi$ gives a specific ordering of all three particles. It can readily be seen from (14) that if the complete $\varphi$ circle is divided into six sectors of $\pi / 3$ each, then to each sector we may attach one and only one order of the three particles (Fig. 1). A given sector will be called the $p$ sector if all angles $\varphi=\varphi_{p}$ belonging to it can be written $\varphi_{p}=\varphi_{0}+p \pi / 3$ for $0 \leqslant \varphi_{0} \leqslant \pi / 3$.

For identical particles, permutation operators will be of importance. We shall call $P^{-}$an odd permutation operator which interchanges any two indices of an ordered trio. A product of any two odd permutation operators gives the even permutation operator $P^{\dagger}$. Besides, two configurations of the three particles will be called "identical configurations" if one can be obtained from the other by application of either $P^{*}$ or $P^{-}$. Then, if we call $C(\varphi)$ a specific configuration associated with a given angle $\varphi$, all six identical configurations generated by the six operators $P^{ \pm}$are given by

$$
\begin{equation*}
P^{ \pm} C(\varphi)=C( \pm \varphi+2 n / 3 \pi) \tag{15}
\end{equation*}
$$

for $n=0,1$, or 2 .
A value of $\varphi$ which will be of interest in our problem is given by $\varphi=(2 p+1) / 6 \pi$. At these points one has $3 \sqrt{2}$ $r \sin [(2 p+1) / 6 \pi]=\sqrt{6} r \cos [(2 p+1) / 6 \pi]$. That is, if the order $(i, j, k)$ corresponds to the $p$ sector, then for $\varphi_{p}$ $=(2 p+1) / 6 \pi$, the midcoordinate of the ordered trio ( $i, j, k$ ) will be zero ( $x_{j}=0$ ). Furthermore, for $\varphi_{p}<(2 p+1) / 6 \pi$, the same coordinate is positive ( $x_{j}>0$ ) for even sectors, while it is negative ( $x_{j}<0$ ) for odd sectors. Now, in order to distinguish between these two configurations, we write for the $p$ th configuration ( $p$ even):

$$
(i j k)= \begin{cases}i(j k) & \text { if } \varphi_{p}<\frac{1}{6}(2 p+1) \pi  \tag{16}\\ (i j) k & \text { if } \varphi_{1}>\frac{1}{6}(2 p+1) \pi\end{cases}
$$

Figure 3 (Sec. III A) shows the 12 sectors of $\pi / 6$ each for which this particular arrangement of particles holds. Furthermore, we call, for instance, $R^{+}$the arrangement $i(j k)$ if ( $i j k$ ) is an even permutation of (321); but if ( $i j k$ ) is an odd permutation of (321), then, for instance, $(i j) k=L^{-}$.

Ordering plays an important role in our problem since inverse cube forces do not allow for interpenetration of particles, so that a given order will be preserved under the presence of these forces. On the other hand, the three-body force (2) will be shown to allow for interchange of two particles while only the third conserves order. This particular effect will give rise to the $R$ and $L$ configurations.

## III. HARMONIC AND THREE-BODY FORCES

In this section we solve and discuss Schrödinger's equation (3) for $g=0$. The corresponding $r$ equation (9a) has already been solved, (12); the $\varphi$ equation (9b) of this problem reads

$$
\begin{equation*}
\left(-\frac{\partial^{2}}{\partial \varphi^{2}}+\frac{9 f}{\cos ^{2} 3 \varphi}-\lambda^{2}\right) \phi(\varphi)=0 . \tag{17}
\end{equation*}
$$

In order to solve this problem, we introduce the variable $z=\cos ^{2} 3 \varphi$. Indeed, the inverse of this transformation is not unique. But, since solutions will be found for the range ( $q-1$ ) $/ 2 \pi \leqslant 3 \varphi \leqslant(q+1) / 2 \pi$, for each sector so defined there will be only one value of $\varphi$ for each value of $z$. Substitution of $z$ into (17) gives
$\left[z(1-z) \frac{d^{2}}{d z^{2}}+\left(\frac{1}{2}-z\right) \frac{d}{d z}-\frac{1}{4}\left(\frac{f}{z}-\frac{\lambda^{2}}{9}\right)\right] \phi(z)=0$.
If we now put $\phi(z)=z^{a} H(z)$ and require that

$$
\begin{equation*}
a=\frac{1}{4}\left[1 \pm(1+4 g)^{1 / 2}\right] \tag{19}
\end{equation*}
$$

we obtain the following hypergeometric equation for $H(z)$ :
$\left[z(1-z) \frac{d^{2}}{d z^{2}}+\left(\frac{1}{2}+2 a-z(1+2 a)\right) \frac{d}{d z}+\left(\frac{\lambda}{6}\right)^{2}-a^{2}\right] H(z)$
$=0$;
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and the complete solution is:

$$
\begin{equation*}
H(z)=A H(\alpha, \beta ; \gamma ; z)+B z^{1-\gamma} H(\alpha+1-\gamma, \beta+1-\gamma ; 2-\gamma ; z) \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=a-\lambda / 6, \quad \beta=a+\lambda / 6, \quad \gamma=\frac{1}{2}+2 a \tag{22}
\end{equation*}
$$

If we now require both $|\phi|^{2}$ and $\phi \phi^{\prime}$ to be continuous, zero at the boundaries ( $z=0,1$, ) and, in order to avoid collapsing of the system, $g>-\frac{1}{4}$ (see Ref. 1b), then since, at $z=0, \phi \phi^{\prime}$ will contain terms like $A z^{2 a-1}$ $+B z^{-2 a}$, we should ask $B=0$ and $2 a-1 \geqslant 0$. Therefore, one must choose the positive sign of (19) and require $g>-3 / 16$. On the other hand, at $z=1$ the hypergeometric function behaves like $(1-z)^{\gamma-\alpha-\beta}=(1-z)^{1 / 2}$, and its derivative like $(1-z)^{-1 / 2}$, which should be continuous. Therefore, we have to cut the infinite series $H$ by requiring $\alpha$ (or $\beta$ ) to be a negative integer:

$$
\begin{equation*}
a-\frac{1}{6} \lambda=-l, \quad \text { for } l=0,1,2, \cdots \tag{23}
\end{equation*}
$$

Then we obtain

$$
\begin{equation*}
\phi(z)=z^{a} H\left(-l, l+2 a ; \frac{1}{2}+2 a ; z\right) \tag{24}
\end{equation*}
$$

And recalling the definition of Gegenbauer polynomials,

$$
\begin{align*}
& G_{2 n}^{s}(x)=H\left(-n, n+s ; s+\frac{1}{2} ; 1-x^{2}\right) \\
& G_{2 n+1}^{s}(x)=x H\left(-n, n+s+1 ; n+\frac{1}{2} ; 1-x^{2}\right) \tag{25}
\end{align*}
$$

we obtain as the physically acceptable solution of (17)

$$
\begin{equation*}
\phi_{q}(\varphi)=\cos ^{2 a} 3 \varphi G_{l}^{2 a}(\sin 3 \varphi) \tag{26}
\end{equation*}
$$

for

$$
\begin{equation*}
\frac{1}{2}(q-1) \pi \leqslant 3 \varphi \leqslant \frac{1}{2}(q+1) \pi, \quad \text { otherwise zero. } \tag{27}
\end{equation*}
$$

We are ready now to write down the complete solution of this problem. But, despite the fact that the three particles are identical, we shall first treat them as if they were distinguishable, in order to get a better insight into the kinematics of our problem. By doing so we facilitate the symmetrization procedure, which follows once we treat the particles, as they are, as indistinguishable.

## A. Distinguishable particles

We shall show now that, for a given energy $E_{n l}$, six degenerate $\Psi_{n I q}$ states are obtained from (26) if we allow $q$ to range from 0 to 5 .

Now, each $\phi_{q}$ is different from zero only if $\varphi_{q}$ lies in its respective $q$ sector given by (26a). If we compare these with the $p$ sectors defined by the coordinates (Sec. II), we observe that in each $q$ sector only one particle conserves order while the other two may permute. We call "free particle" the first one and "bounded pair" the other two. Furthermore, for $q=0,2$, and 4 the bounded pair stays on the right of the free particle while for $q$ $=1,3$, and 5 the bounded pair stays on the left of the free particle. We call these $R$ and $L$ states, respectively. The motivation for all these definitions stems from the fact that the boundaries of the $q$ sectors coincide with those values of $\varphi$ for which the midparticle of the trio lies either on the right ( $R$ state) or on the left ( $L$ state) of the center of mass of the other two (see Sec. II). Certainly, if the particles are distinguishable, each of these three $R$ and three $L$ states can be distinguished from one another (Fig. 2). That is, three distinguishable particles give rise to six distinguishable states, as it should be. But these six states cannot be generated from each other by permutation $P$, since $R$ and $L$ states do not mix under the action of $P$. Therefore, there are still six states missing. These, as we shall see, can be obtained by permuting the pair of bounded particles. The whole effect on the wavefunction will be a phase factor $(-1)^{t}$. In fact, let us consider the $R$ state $3(\overline{21})$. From Fig. 3 we see that while $\varphi$ stays in the lower sector (labelled $R^{-}$) the particles arrange according to $3(12)$. The identical configuration, with 1-2 permuted, belongs to the $R^{+}$sector, $\varphi$ being changed by $-\varphi$. But since $G_{t}{ }^{2 a} \sin (-3 \varphi)=(-1)^{l} G_{t}{ }^{2 a}(\sin 3 \varphi)$, we have $P(1,2) \phi_{n t 0}=(-1)^{l} \phi_{n t 0}$. Are these states physically different? That is, is it possible by means of an observation to tell whether we are dealing with $3(21)$ or $3(12)$ ? Certainly not, since both configurations are equally probable for particles in the state $3(\overline{21})$. This, by the way, is reflected by the fact that both wavefunctions differ, at most, in sign. That is, although all three particles are assumed to be distinguishable, our three-body interaction allows one to distinguish only between states for which the free particle is different. This is why we have only three $R$ and three $L$ states.

Finally we are in a condition to write down the six energy-degenerate wavefunctions which are solutions of Eq. (3) if $g=0$ and the particles are distinguishable [see Eqs. (12) and (26)]

$$
\begin{align*}
& \Psi_{n l q}(r, \varphi)=N_{n l q} r^{6(a+l)} \exp \left(-\frac{1}{2} \omega r^{2}\right) L_{n}^{6(a+l)}\left(\omega r^{2}\right) \\
& \quad \times \cos ^{2 a} 3 \varphi_{q} G_{l}^{2 a}\left(\sin 3 \varphi_{q}\right) \tag{28}
\end{align*}
$$



FIG. 3. Polarization and order.
where $q=0,1, \ldots, 5, n, l=0,1,2, \ldots$,
$(q-1) / 6 \pi \leqslant \varphi_{g} \leqslant(q+1) / 6 \pi, \quad a=\frac{1}{4}\left[1+(1+4 g)^{1 / 2}\right], g \geqslant-\frac{3}{16}$, and $N_{n!q}$ is a normalization factor. The corresponding energy is

$$
\begin{equation*}
E_{n l}=2 \omega(2 n+6 a+2 l+1) \tag{29}
\end{equation*}
$$

For $q$ even, $\Psi_{n l_{q}}$ is $R$-polarized while for $q$ odd it is $L$ polarized. Bosons are described by $l$-even while fermions by $l$-odd wavefunctions.

## B. Indistinguishable particles

Our next task is to symmetrize all six wavefunctions given by (28). To this end we make use of the permutation operator $P^{\ddagger}$, defined by (15), obtaining

$$
\begin{equation*}
P^{ \pm} \phi_{q}\left(\varphi_{q}\right)=\phi_{q}\left( \pm \varphi_{q}+2 m / 3 \pi\right) \tag{30}
\end{equation*}
$$

where $m=0,1,2$. This result is equivalent to
$P^{+} \phi_{q}\left(\varphi_{q}\right)=\phi_{q}\left(\varphi_{q}+2 m\right), \quad P^{-} \phi_{q}\left(\varphi_{q}\right)=(-1)^{t} \phi_{q}\left(\varphi_{q}+2 m\right)$.
But the state $\phi_{q}\left(\varphi_{q}+2 m\right)$, unless $m=0$, has not been defined. Without changing anything in our previous calculations, we may now regard $q$ as a mere parameter (not a "quantum number of distinguishability" as in Sec. IIIB) of the argument of only one unique function $\phi$, so that $\phi_{q}=\phi_{q^{\prime}}$ for all $q$ and $q^{\prime}$. This is equivalent to requiring $N_{n 10}=N_{n 12}=N_{n 14}=N_{R}$ and $N_{n 11} N_{n 13}=N_{n 15}=N_{L}$. But the relative phase between $N_{L}$ and $N_{R}$ cannot be decided on statistical grounds since permutation does not $\operatorname{mix} R$ and $L$ states. These two are connected by parity so that $N_{L}=N_{R}=N$ for even parity and $N_{L}=-N_{R}=-N$ for odd parity.

We are then left with only one symmetrized state for each energy $E_{n!}$, that is,

$$
\begin{align*}
& \Psi_{n l s}\left(\varphi_{0}\right)=N r^{b(a+l)} \exp \left(-\frac{1}{2} \omega r^{2}\right) L_{n}^{6(a+l)}\left(\omega r^{2}\right) \\
& \times \sum_{q=0}^{5}(s)^{q} \cos ^{2 a} 3\left(\varphi_{0}+q \pi / 3\right) G_{l}^{2 a}\left[\sin 3\left(\varphi_{0}+q \pi / 3\right)\right] \tag{32}
\end{align*}
$$

where the energy is given by (29), $-\pi / 6 \leqslant \varphi_{0} \leqslant \pi / 6$, and $s=+1$ for even parity and ( -1 ) for odd parity. Bosons are described by $l$-even and fermions by $l$-odd wavefunctions.

Before closing this section we wish to comment on polarization.
If the simultaneous position of all three particles is an observable, then an $R$ state can certainly be distinguished from an $L$ state. Or, what amounts to the same thing, if we were able to prepare a specific polarized state, then due to the singular nature of the three-body interaction which forbids a particle to cross the center of mass of the other two, this particular state of polarization would certainly be conserved. Therefore one would have, instead of one wavefunction for each energy level ( $n l$ ), two degenerate states, one for $q$-even ( $R$ states) and one for $q$-odd ( $L$ states). These states would not be parity eigenstates. But is the simultaneous position an observable?

The answer to this question is no if the particles are indistinguishable. In fact, any observable related to identical particles must be permutation invariant. ${ }^{2}$ Therefore, for three indistinguishable particles, the
following are well-defined position operators:

$$
\begin{aligned}
& X=x_{1}+x_{2}+x_{3} \\
& Y=\left|x_{1}-x_{2}\right|+\left|x_{1}-x_{3}\right|+\left|x_{2}-x_{3}\right| \\
& Z=\left|x_{1}+x_{2}-2 x_{3}\right|+\left|x_{1}+x_{3}-2 x_{2}\right|+\left|x_{2}+x_{3}-2 x_{1}\right|
\end{aligned}
$$

But a simultaneous measurement of $X, Y$, and $Z$ does not allow one to infer unambiguously the value of all three coordinates (given a specific order). Although one may say that for $R$ or $L$ states one could infer precise values of $x_{i}$ from the knowledge of the position observables, the converse is not true. This can be seen by computing $Z$ for a specific order, say (321). Then $\left|x_{1}+x_{3}-2 x_{2}\right|$ is either $x_{1}+x_{2}-2 x_{2}$ or $2 x_{2}-x_{1}-x_{3}$, and there is no way of deciding between these two values from the knowledge of $Y$ and $X$ alone.

However, the answer to this question would be yes if one accepted the possibility of polarization destroying indistinguishability.

## IV. HARMONIC, INVERSE CUBIC AND THREEBODY FORCES

This time we may go straight on since the details of the main operations have already been given in the last section. We start with Eq. (9b):

$$
\begin{equation*}
\left(-\frac{d^{2}}{d \varphi^{2}}+\frac{g}{\sin ^{2} 3 \varphi}+\frac{f}{\cos ^{2} 3 \varphi}-\lambda^{2}\right) \phi(\varphi)=0 \tag{33a}
\end{equation*}
$$

where now

$$
\begin{equation*}
q / 2 \pi \leqslant 3 \varphi \leqslant(q+1) / 2 \pi \tag{33b}
\end{equation*}
$$

By transforming according to $z=\sin ^{2} 3 \varphi$, we obtain

$$
\begin{equation*}
\left[z(1-z) \frac{d^{2}}{d x^{2}}+\left(\frac{1}{2}-z\right) \frac{d}{d z}+\frac{1}{4}\left(\frac{\lambda^{2}}{9}-\frac{g}{z}-\frac{f}{1-z}\right)\right] \phi(z)=0 . \tag{34}
\end{equation*}
$$

Now we try $\phi(z)=z^{a}(1-z)^{b} H(z)$ and obtain a hypergeometric equation for $H$ :

$$
\begin{align*}
& \left\{z(1-z) \frac{d^{2}}{d z^{2}}+\left[\left(\frac{1}{2}+2 a\right)-z(1+2 a+2 b)\right] \frac{d}{d z}\right. \\
& \left.\quad+\left[\left(\frac{\lambda}{6}\right)^{2}-(a+b)^{2}\right]\right\} H(z)=0 \tag{35}
\end{align*}
$$

if

$$
\begin{equation*}
a=\frac{1}{4}\left[1+(1+4 g)^{1 / 2}\right], \quad b=\frac{1}{4}\left[1+(1+4 f)^{1 / 2}\right], \tag{36}
\end{equation*}
$$

and $H=H(\alpha, \beta ; \gamma ; \boldsymbol{z})$ for

$$
\begin{equation*}
\alpha=a+b-\lambda / 6, \quad \beta=a+b+\lambda / 6, \quad \gamma=2 a+\frac{1}{2} \tag{37}
\end{equation*}
$$

Again, for the correct physical solution we must require $\alpha$ (or $\beta$ ) to be a negative integer; then $H$ becomes a Jacobi polynomial $P_{r}^{s t}(z)$, so that for each sector defined by (33b) one obtains as a solution of (33a)

$$
\begin{equation*}
\phi(\varphi)=\sin ^{2 a} 3 \varphi \cos ^{2 b} 3 \varphi P_{l}^{2 a-1 / 2,2 b-1 / 2}(\cos 6 \varphi) . \tag{38}
\end{equation*}
$$

Next we shall discuss the solution for distinguishable particles.

## A. Distinguishable particles

The main new element which appears by addition of
the pair inverse square potential to the problem treated in Sec. II is that of order. This ordering factor is already present in Calogero's problem ( $g \neq 0 ; f=0$ ) and stems from the fact that the potential term $\left(x_{i}-x_{j}\right)^{2}$ does not allow particle $i$ to overcome particle $j$. We saw that the three-body potential induces polarization and as a consequence it conserves order between the free particle and the bounded pair. By combining both potentials the net effect is a superposition of both order and polarization. States like $|a(b c)\rangle$ and $|a(c b)\rangle$, which were indistinguishable even for distinguishable particles, now become different. Therefore, energy eigenstates of Boltzmann particles are now twelvefold degenerate. We may divide them into four classes:

$$
\begin{array}{ll}
R^{+}=\chi \phi_{4 q^{\prime}+4}, & R^{-}=\chi \phi_{4 q^{\prime}+3} \\
L^{+}=\chi \phi_{4 q^{\prime}+1}, & L^{-}=\chi \phi_{4 q^{\prime}+2} \tag{39}
\end{array}
$$

for $q^{\prime}=0,1,2, q=4 q^{\prime}+s$, and $\phi_{q}=\phi\left(\varphi_{q}\right)$. The twelve complete normalized degnerate wavefunctions of energy are then

$$
\begin{align*}
\Psi_{n l q}(r, \varphi)= & N_{n l q} r^{\lambda} \exp \left(-\frac{1}{2} \omega r^{2}\right) L_{n}^{\lambda}\left(\omega r^{2}\right) \sin ^{2 a}\left(3 \varphi_{0}\right. \\
& +q \pi / 2) \cos ^{2 b}\left(3 \varphi_{0}+q \pi / 2\right) P_{l}^{2 a-1 / 2,2 b-1 / 2} \\
& {\left[\cos \left(6 \varphi_{0}+q \pi\right)\right] } \tag{40}
\end{align*}
$$

where $0 \leqslant \varphi_{0} \leqslant \pi / 6, n, l=0,1,2, \ldots, \lambda=6(a+b+l)$. Different values of $q$ give polarized even or odd states according to (39). The energy of this state is given by

$$
\begin{equation*}
E_{n l}=2 \omega(2 n+6 a+6 b+6 l+1) \tag{41}
\end{equation*}
$$

## B. Indistinguishable particles

We must symmetrize all twelve functions given by (40).
Again we consider the permutation operators $P^{ \pm}$, defined by Eq. (15). One has, as usual,

$$
\begin{align*}
P^{+}\left(\varphi_{0}+q \pi / 6\right) & =\phi\left[\varphi_{q}+\frac{1}{6}(q+4 m) \pi\right] \equiv \phi_{q+4 m}\left(\varphi_{q+4 m}\right) \\
& \equiv P(4 m) \phi\left(\varphi_{q}\right) \\
P^{-} \phi_{q}\left(\varphi_{0}+\frac{1}{6} q \pi\right) & =\phi_{q}\left[\left(\frac{1}{6} \pi-\varphi_{0}\right)+\frac{1}{6}(q+4 m-1) \pi\right] \\
& \equiv \phi_{q+4 m-1}\left(\bar{\varphi}_{q+4 m-1}\right) \equiv P(4 m-1) \phi\left(\varphi_{q}\right) \tag{42}
\end{align*}
$$

where again we have chosen $\phi_{q}=\phi_{\phi^{\prime}}$, and, at the same time, given a definition of $\bar{\varphi}_{p}=\left(\pi / 6-\varphi_{0}\right)+p / 6 \pi$. We see then that starting with any $\phi_{2 n}(n=0,1,2)$ via $P^{ \pm}$, we generate all $R$ states and that starting with $\phi_{2 n-1}$, we generate all $L$ states in such a way that a symmetrized version of our problem becomes a linear superposition of all states given by (39).

Having defined $P(n)$ in (42) and recalling that symmetrized $R$ states are connected to $L$ states via parity, we may write the indistinguishable particle solution of this problem in a rather compact form, that is,

$$
\begin{equation*}
\Psi(r, \varphi)=\sum_{p=0}^{2} \sum_{s=0}^{1}[P(4 p) \pm P(4 p-1)]( \pm)^{s} \Psi\left(r, \varphi_{s}\right) \tag{43}
\end{equation*}
$$

where $\varphi_{q}$, as usual, is different from zero only if $q / 6 \pi \leqslant \varphi_{q} \leqslant(q+1) / 6 \pi ;$ the $\pm$ sign between the $P$ operators is due to statistics ( + for bosons and - for fermions), while $( \pm)^{s}$ is due to parity. In order to obtain a more explicit form, we notice that
$P(4 p) \phi\left(\varphi_{q}\right)=N \sin ^{2 a}\left[3 \varphi_{0}+\frac{1}{2}(4 p+q) \pi\right]$
$\times \cos ^{2 b}\left[3 \varphi_{0}+\frac{1}{2}(4 p+q) \pi\right] P_{l}^{2 a-1 / 2,2 b-1 / 2} \cos \left[6 \varphi_{0}+(4 p+q) \pi\right]$
$P(4 p-1) \phi\left(\varphi_{a}\right)=N(-1)^{l+2 a+2 b} \cos ^{2 a}\left[3 \varphi_{0}+\frac{1}{2}(4 p+q-1) \pi\right]$
$\times \sin ^{2 b}\left[3 \varphi_{0}+\frac{1}{2}(4 p+q-1) \pi\right] P_{l}^{2 a-1 / 2,2 b-1 / 2}\left[\cos \left(6 \varphi_{0}\right.\right.$
$+(4 p+q-1) \pi)]$.
We now define

$$
\begin{gather*}
\phi_{p, s}\left(\varphi_{0}\right)=N_{s} \sin ^{\alpha}\left[3 \varphi_{0}+\frac{1}{2}(4 p+s) \pi\right] \cos ^{\beta}\left[3 \varphi_{0}+\frac{1}{2}(4 p+s) \pi\right] \\
P_{l}^{2 a-1 / 2,2 b-1 / 2}\left[\cos \left(6 \varphi_{0}+(4 p+s) \pi\right)\right] \tag{45a}
\end{gather*}
$$

where

$$
\begin{align*}
& \alpha=a\left[1+(-)^{s}\right]+b\left[1-(-)^{s}\right] \\
& \beta=a\left[1-(-1)^{s}\right]+b\left[1+(-1)^{s}\right] \\
& N_{s}=(-1)^{(1 / 2+a+b)\left[1-(-1)^{s}\right]} \tag{45b}
\end{align*}
$$

Then we can write for the complete symmetrized solution of the three-body linear problem (3) which is an eigenstate of energy ( $n l$ ) and parity ( $\pi$ ):
$\Psi_{n l \pi}(r, \varphi)=\chi_{n l}(r) \sum_{p=0}^{2}\left(\sum_{s=0}^{1}(-)^{r} \sum_{s=2}^{3}\right)( \pm)^{s} \phi_{b, s}\left(\varphi_{0}\right)$,
where $\chi(r)$ is given by (12), $\phi_{p s}$ is given by (45a), $0 \leqslant \varphi_{0} \leqslant \pi / 6 .(+)^{s}$ corresponds to bosons and $(-)^{s}$ to fermions. Parity is positive for $\pi=0$ and negative for $\pi=1$.

The corresponding energy is given by (41).

## V. FINAL REMARKS

Although we realize the lack of realism of the linear model treated in this paper, the fact that an exact solution for a three-body interaction is available may give some insight into more realistic problems.

Extension of this model to two or three dimensions should not be an easy task. Besides, the specific polarization and order effect is certainly a consequence of linearity.

Our intention is to extend this model to four and, if possible, to $n$ particles. This has been done by Calogero for the harmonic and inverse square potential. ${ }^{3}$
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The exact solution is presented of the scattering problem of three equal particles interacting in one-dimension via two-and/or three-body inverse-square potentials. Both the classical and the quantal problems are treated. It is shown that the outcome of this scattering problem is an extremely simple relation between initial and final momenta, the latter being univocally determined by the former even in the quantal case. The solvability of the problem, and the simple results just mentioned, are peculiar to the equal particle case.

## 1. INTRODUCTION

Four years ago the one-dimensional quantal problem of three equal particles interacting pairwise via quadratic ("harmonical") and inversely quadratic ("centrifugal") pair potentials was solved, namely all its eigenfunctions were explicitly exhibited, together with the corresponding eigenvalues. ${ }^{1}$ The spectrum of this problem, that is, of course, discrete (in the c.m. frame) since the harmonical potentials prevent the particles from escaping to infinity, turns out to be extremely simple; in fact it coincides, except for a constant shift of all energy levels, with the spectrum of the identicalparticle problem with harmonical forces only. ${ }^{2}$ If the harmonical potential is instead absent, the spectrum is continuous, and only scattering states exist. This scattering problem has also been solved and the following surprisingly simple result has been obtained: an ingoing scattering configuration, characterized by (initial) momenta $p_{i}, i=1,2,3$, goes over into a unique outgoing configuration, characterized by (final) momenta $p_{i}^{\prime}$, with $p_{i}^{\prime}=p_{4-i}{ }^{3}$ This has been proved in the quantal case, the proof being indeed simpler in this case than in the classical case. The same outcome obtains, of course, in the classical case, independently of the initial position of the incoming particles; this has been explicitly proved, and a simple relation has also been obtained between the next-to-leading terms in the asymptotic expressions for the positions of the particles. ${ }^{3}$

These remarkably simple results are a peculiarity of the case with equal particles (i.e., equal masses, and equal strengths of all pair potentials). ${ }^{4}$ One conjectures them to originate from an underlying grouptheoretical structure, but this has not yet been fully brought to light. ${ }^{5}$ Such a conjecture is supported by the observation that the simple results described thus far for the three body problem are also valid (with obvious extensions) in the $N$-body case. ${ }^{2}$

Quite recently Wolfes has shown that a similar, but more general, one-dimensional 3 -body model, characterized by quadratic ("harmonical") pair potentials, and by inversely quadratic ("centrifugal") pair potentials and/or by inversely quadratic three-body potentials (whose exact structure is specified below), is also
amenable to exact solution. ${ }^{6}$ The presence of the harmonical potential guarantees that the spectrum is purely discrete; and again this spectrum turns out to be simply related to the spectrum of the problem with only harmonical forces, this being certainly again a peculiarity of the case with equal particles. If the harmonical potential is missing the spectrum becomes continuous and only scattering states exist. The quantal scattering problem can be solved exactly, exploiting the eigenfunctions explicitly given by Wolfes ${ }^{6}$; and again surprisingly simple results obtain, the property being preserved, that any ingoing scattering configuration, characterized by (initial) momenta $p_{i}, i=1,2,3$, goes over into a unique outgoing configuration, characterized by momenta $p_{i}^{\prime}$. If both two- and three-body potentials are present, the rule relating $p_{i}^{\prime}$ to $p_{i}$ is simply $p_{i}^{\prime}=-p_{i}$; if only the three-body potential is present, the rule reads instead $p_{1}^{\prime}=-p_{2}, p_{2}^{\prime}=-p_{1}, p_{3}^{\prime}=-p_{3}$, the 3 particles being labeled so that initially (namely, in the asymptotic past) particles 1 and 2 are closer to each other than to particle 3 (this property coincides with the requirement that in the c.m. system, the initial momenta of particles 1 and $2, p_{1}$ and $p_{2}$, have the same sign, while the momentum $p_{3}$ of particle 3 has the opposite sign, so that the CM condition $p_{1}+p_{2}+p_{3}=0 \mathrm{im}-$ plies $\left.\left|p_{3}\right|=\left|p_{1}\right|+\left|p_{2}\right|=\left|p_{1}+p_{2}\right|\right)$. These results are proved below, first in the quantal case, and then in the classical case (when simple relations are also obtained between the next-to-leading terms in the asymptotic expressions for the positions of the particles). They are again peculiar to the equal particle problem, although an explicit proof of this will not be given here.

## 2. THE SCATTERING PROBLEM IN THE QUANTAL CASE

The quantal problem is characterized by the Hamiltonian ${ }^{7}$

$$
\begin{align*}
H= & -\frac{\hbar^{2}}{(2 m)} \sum_{i=1}^{3} \frac{\partial^{2}}{\partial x_{i}^{2}}+\sum_{i=1}^{3}\left[g\left(x_{i}-x_{i+1}\right)^{-2}\right. \\
& \left.+3 f\left(x_{i}+x_{i+1}-2 x_{i+2}\right)^{-2}\right] . \tag{2.1}
\end{align*}
$$

The coordinate $x_{i}$ indicates the position of the $i$ th particle, with the cyclic convention

$$
\begin{equation*}
\boldsymbol{x}_{i+3} \equiv x_{i} . \tag{2.2}
\end{equation*}
$$

We always assume validity of the inequalities

$$
\begin{equation*}
g>-\hbar^{2} /(4 m), \quad f>-\hbar^{2} /(4 m) \tag{2.3}
\end{equation*}
$$

that are required to prevent collapse. ${ }^{1,6}$
We shall work throughout in the c.m. frame, taking moreover, for simplicity, the origin of the $x$ axis to coincide with the position of the center of mass of the three-body system, so that

$$
\begin{equation*}
x_{1}+x_{2}+x_{3}=0 . \tag{2.4}
\end{equation*}
$$

Note that in this reference frame the "three-body" potential in the Hamiltonian becomes simply

$$
\frac{1}{3} f \sum_{i=1}^{3} x_{i}^{-2}
$$

It is convenient to introduce the "polar" coordinates $r$ and $\varphi$ setting

$$
\begin{align*}
& x_{1}-x_{2}=\sqrt{2} r \sin \varphi,  \tag{2.5a}\\
& x_{1}+x_{2}-2 x_{3}=\sqrt{6} r \cos \varphi . \tag{2.5b}
\end{align*}
$$

These equations, together with (2.4), imply the relations

$$
\begin{align*}
& x_{i+1}-x_{i+2}=\sqrt{2} r \sin [\varphi+i(2 \pi / 3)], \quad i=1,2,3, \\
& x_{i+1}+x_{i+2}-2 x_{i+3}=\sqrt{6} r \cos [\varphi+i(2 \pi / 3)], \quad i=1,2,3,  \tag{2.6b}\\
& x_{i}=-\sqrt{2 / 3} r \cos [\varphi+i(2 \pi / 3)], \quad i=1,2,3 .
\end{align*}
$$

In the polar coordinates the Hamiltonian reads (after elimination of the CM part) ${ }^{1,6}$

$$
\begin{equation*}
H=-\left[\hbar^{2} /(2 m)\right]\left(\frac{\partial^{2}}{\partial r^{2}}+r^{-1} \frac{\partial}{\partial r}\right)+r^{-2} M \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
M=-\frac{\hbar^{2}}{(2 m)} \frac{\partial^{2}}{\partial \varphi^{2}}+\frac{9}{2}\left[g(\sin 3 \varphi)^{-2}+f(\cos 3 \varphi)^{-2}\right] \tag{2.9}
\end{equation*}
$$

The singular nature of the interactions disconnects the wavefunctions (apart from a symmetry requirement in the case of identical particles) in different sectors of configuration space, corresponding to different intervals of values of the "angular" variable $\varphi .^{1,6}$ To discuss the scattering process, we assume for simplicity the particles to be distinguishable; accordingly we consider wavefunctions that differ from zero only in one sector. If $g \neq 0$ and $f \neq 0$, it is sufficient to restrict attention to the sector $0<\varphi<\pi / 6$; this may be replaced by any one of the other 11 sectors, $n \pi / 6<\varphi<(n+1) \pi / 6$, $n$ $=1,2, \ldots, 11$, by inverting the orientation of the $x$ axis and/or by permuting the particles. ${ }^{1,6}$ If instead $g=0$, $f \neq 0$, attention can be restricted to the sector $-\pi / 6<\varphi$ $<\pi / 6$, the other 5 sectors, $(2 n-1) \pi / 6<\varphi<(2 n+1) \pi / 6$, $n=1,2, \ldots, 5$, being obtainable in a similar fashion. Finally, if $g \neq 0, f=0$, one considers the sector $0<\varphi$ $<\pi / 3$; although this case has already been solved, ${ }^{3}$ we shall report here, for completeness, also the results appropriate to this case.

It is important to note that Eqs. (2.6) imply that the sector $0<\varphi<\pi / 3$ is characterized by the property

$$
\begin{equation*}
x_{1}>x_{2}>x_{3} \tag{2.10c}
\end{equation*}
$$

the sector $-\pi / 6<\varphi<\pi / 6$ is characterized by

$$
\begin{align*}
& x_{1}>x_{3}, \quad x_{2}>x_{3} \\
& \left|x_{1}-x_{2}\right|<x_{1}-x_{3}, \quad\left|x_{1}-x_{2}\right|<x_{2}-x_{3} \tag{2.10b}
\end{align*}
$$

and the sector $0<\varphi<\pi / 6$ is characterized by the simultaneous validity of Eqs. (2.10b) and (2.10c), implying

$$
\begin{equation*}
x_{1}>x_{2}>x_{3}, \quad x_{1}-x_{2}<x_{2}-x_{3} . \tag{2.10a}
\end{equation*}
$$

Thus the problem with $g \neq 0, f \neq 0$ is investigated assuming that the middle particle is closer to that on the right than to that on the left, and assigning to the particles the labels 1,2,3 from right to left; the singular nature of the interactions guarantees that both properties are preserved throughout the motion. Note that the second property corresponds to the requirement that particle 2 stay to the right of the $\mathrm{c} . \mathrm{m}$. of the system; in the c.m. system defined above, this corresponds simply to $x_{2}<0$. As for the problem with $g=0$ and $f \neq 0$, it is investigated in the case where there are two particles (labeled 1 and 2) to the right of the center of mass of the system, and one (labeled 3) to the left (in the c. m . sector defined above, this corresponds simply to the sector $x_{1}>0, x_{2}>0, x_{3}<0$ ). Finally, the problem with $g \neq 0, f=0$ is investigated labeling the particles in increasing order from right to left. These properties are again preserved throughout the motion.

The scattering problem is treated in the time-independent framework. The eigensolutions of the stationary Schrödinger equation,

$$
\begin{equation*}
H \psi=E \psi \tag{2.11}
\end{equation*}
$$

can be written in the separated form

$$
\begin{equation*}
\psi=R(r) \Phi(\varphi) \tag{2.12}
\end{equation*}
$$

and it is easily proved that ${ }^{1,6}$

$$
\begin{equation*}
R(r)=J_{\nu}(p r), \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\hbar^{2} p^{2} /(2 m) \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
M \Phi(\varphi)=\left[\hbar^{2} /(2 m)\right] \nu^{2} \Phi(\varphi) . \tag{2.15}
\end{equation*}
$$

The explicit expressions of $\nu$ are ${ }^{1,6}$

$$
\begin{align*}
& \nu=3(2 l+a+b+1), \quad l=0,1,2, \cdots, \quad \text { if } g \neq 0, f \neq 0,  \tag{2.16a}\\
& \nu=3\left(l+b+\frac{1}{2}\right), \quad l=0,1,2, \cdots, \quad \text { if } g=0, f \neq 0, \\
& \nu=3\left(l+a+\frac{1}{2}\right), \quad l=0,1,2, \cdots, \quad \text { if } g \neq 0, f=0 . \tag{2.16c}
\end{align*}
$$

The corresponding eigenfunctions of $M$ are

$$
\begin{align*}
\Phi_{\imath}(\varphi)= & (\sin 3 \varphi)^{a+1 / 2}(\cos 3 \varphi)^{b+1 / 2} \\
& \times P_{\imath}^{(a, b)}(\cos 6 \varphi) \theta(\varphi) \theta[(\pi / 6)-\varphi] \quad(g \neq 0, f \neq 0), \tag{2.17a}
\end{align*}
$$

$$
\begin{align*}
\Phi_{l}(\varphi)= & (\cos 3 \varphi)^{b+1 / 2} C_{l}^{(b+1 / 2)}(\sin 3 \varphi) \\
& \times \theta[\varphi-(\pi / 6)] \theta[(\pi / 6)-\varphi] \quad(g=0, f \neq 0), \tag{2.17b}
\end{align*}
$$

$$
\begin{align*}
\Phi_{\imath}(\varphi)= & (\sin 3 \varphi)^{a+1 / 2} C_{\imath}^{(a+1 / 2)}(\cos 3 \varphi) \\
& \times \theta(\varphi) \theta[(\pi / 3)-\varphi] \quad(g \neq 0, f=0) . \tag{2.17c}
\end{align*}
$$

In these equations

$$
\begin{align*}
& a=\frac{1}{2}\left(1+g 4 m \hbar^{-2}\right)^{1 / 2},  \tag{2.18a}\\
& b=\frac{1}{4}\left(1+f 4 m \hbar^{-2}\right)^{1 / 2}, \tag{2.18b}
\end{align*}
$$

$P_{l}^{(a, b)}$ is a Jacobi polynomial, $C_{l}^{(c)}$ is a Gegenbauer polynomial, and $\theta$ is the usual step function, $\theta(x)$ $=\frac{1}{2}(1+x /|x|)$.

The eigenvalues $\nu$ and eigenfunctions $\Phi$ of the problem with $g \neq 0, f \neq 0$, go over, as $g \rightarrow 0$ resp. $f \rightarrow 0$, into those eigenvalues and eigenfunctions of the problems with $g=0$ resp. $f=0$ that satisfy the additional condition $\Phi(\bar{\varphi})=0$, with $\bar{\varphi}=0$ resp. $\bar{\varphi}=\pi / 6 .{ }^{1,6}$ This corresponds to the known relationship ${ }^{8}$

$$
\begin{align*}
\cos \alpha P_{l}^{(a, 1 / 2)}(\cos 2 \alpha)= & C_{2 l+1}^{(a+1 / 2)}(\cos \alpha) \\
& \times\left\{(2 l+1)!!\Gamma\left(a+\frac{1}{2}\right) /\left\{2^{l} \Gamma\left(\alpha+l+\frac{3}{2}\right)\right]\right\}, \tag{2.19a}
\end{align*}
$$

or, equivalently, ${ }^{9}$
$\sin \alpha P_{l}^{(a+1 / 2)}(\cos 2 \alpha)=C_{2 l+1}^{(a+1 / 2)}(\sin \alpha)$

$$
\begin{equation*}
\left.\times\left\{(-)^{l}(2 l+1)!!\Gamma\left(a+\frac{1}{2}\right) / 2^{l} \Gamma\left(\alpha+l+\frac{3}{2}\right)\right]\right\} . \tag{2.19b}
\end{equation*}
$$

Let us also recall the explicit expressions of $\sin 3 \varphi$ and $\cos 3 \varphi$ in terms of the original coordinates:

$$
\begin{align*}
\sin 3 \varphi= & -\sqrt{2}\left(x_{1}-x_{2}\right)\left(x_{2}-x_{3}\right)\left(x_{3}-x_{1}\right) / r^{3},  \tag{2.20a}\\
\cos 3 \varphi= & (2 / 27)^{1 / 2}\left(x_{1}+x_{2}-2 x_{3}\right)\left(x_{2}-x_{3}-2 x_{1}\right) \\
& \times\left(x_{3}-x_{1}-2 x_{2}\right) / r^{3} . \tag{2.20b}
\end{align*}
$$

Here $r$ is the "radial" coordinate of Eqs. (2.5), that is also expressible, in terms of the original variables, in the manifestly symmetrical form

$$
\begin{equation*}
r^{2}=\frac{1}{3}\left[\left(x_{1}-x_{2}\right)^{2}+\left(x_{2}-x_{3}\right)^{2}+\left(x_{3}-x_{1}\right)^{2}\right] . \tag{2.21}
\end{equation*}
$$

It is now convenient to introduce the two symmetry operations defined by

$$
\begin{align*}
& T^{(2)} x_{1}=x_{2}, \quad T^{(2)} x_{2}=x_{1}, \quad T^{(2)} x_{3}=x_{3}  \tag{2.22a}\\
& T^{(3)} x_{i}=-x_{4-i}, \quad i=1,2,3 . \tag{2.22b}
\end{align*}
$$

Clearly they leave invariant the $r$ variable,

$$
\begin{equation*}
T^{(n)} r=r, \quad n=2,3 \tag{2.23}
\end{equation*}
$$

while they act as follows on the $\varphi$ variable:

$$
\begin{align*}
& T^{(2)} \varphi=-\varphi  \tag{2.24a}\\
& T^{(3)} \varphi=(\pi / 3)-\varphi \tag{2.24b}
\end{align*}
$$

so that

$$
\begin{array}{ll}
T^{(2)} \sin 3 \varphi=-\sin 3 \varphi, & T^{(2)} \cos 3 \varphi=\cos 3 \varphi \\
T^{(3)} \sin 3 \varphi=\sin 3 \varphi, & T^{(3)} \cos 3 \varphi=-\cos 3 \varphi \tag{2.25b}
\end{array}
$$

Moreover, and most important, $T^{(2)}$ transforms the interval $-\pi / 6<\varphi<\pi / 6$ into itself, while $T^{(3)}$ transforms into itself the interval $0<\varphi<\pi / 3$. Therefore $T^{(2)}$ can be applied to the angular eigenfunctions (2.17b) of the problem with $g=0, f \neq 0$, yielding

$$
\begin{equation*}
T^{(2)} \Phi_{l}=(-)^{t} \Phi_{l} \tag{2.26}
\end{equation*}
$$

while $T^{(3)}$ can be applied to the angular eigenfunctions (2.17c) of the problem with $g \neq 0, f=0$, yielding

$$
\begin{equation*}
T^{(3)} \Phi_{l}=(-)^{l} \Phi_{l} \tag{2.27}
\end{equation*}
$$

The scattering problem is now easily treated, in complete analogy to the already known case. ${ }^{10}$ The most general eigenfunction of the Hamiltonian (2.1) (in the c.m. frame) is written in the form

$$
\begin{equation*}
\psi=\sum_{l=0}^{\infty} c_{l} J_{\nu}(p r) \Phi_{l}(\varphi) \tag{2.28}
\end{equation*}
$$

where the coefficients $c_{l}$ are complex constants, and $p, \nu$ and $\Phi_{i}$ are given by Eqs. (2.14), (2.15) and (2.17). To discuss scattering, only the asymptotic behavior of this wavefunction when all particles are far apart from each other is needed. Then

$$
\begin{equation*}
\psi \sim \psi_{\mathrm{in}}+\psi_{\mathrm{out}} \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{\mathrm{in}}=(-2 \pi p r)^{-1 / 2} \sum_{l=0}^{\infty} c_{l} \exp \left[-i p r+i \frac{1}{2} \pi\left(\nu+\frac{1}{2}\right)\right] \Phi_{l} \tag{2.30}
\end{equation*}
$$

and

$$
\begin{align*}
\psi_{\text {out }}= & (-2 \pi p r)^{-1 / 2} \sum_{l=0}^{\infty} c_{l} \exp \left[i p r-i \frac{1}{2} \pi\left(\nu+\frac{1}{2}\right)\right] \Phi_{l}  \tag{2.31a}\\
= & (-2 \pi \bar{p} r) \sum_{l=0}^{\infty} c_{l} \exp \left[-i \bar{p} r+i \frac{1}{2} \pi\left(\nu+\frac{1}{2}\right)\right] \Phi_{l} \\
& \times \exp [-i \pi \nu] \tag{2.31b}
\end{align*}
$$

Equation (2.31b) differs only notationally from Eq.

## (2.31a), with

$$
\begin{equation*}
\bar{p}=-p . \tag{2.32}
\end{equation*}
$$

The wavy symbol $\sim$ in Eq. (2.29) and below indicates asymptotic equality, i.e., equality up to corrections of order $r^{-2}$.

The stationary eigenfunction describing, in the CM frame, the scattering situation is characterized by the asymptotic condition

$$
\begin{equation*}
\psi_{\mathrm{in}} \sim c \exp \left(i \sum_{j=1}^{3} p_{j} x_{j}\right) \tag{2.33}
\end{equation*}
$$

with

$$
\begin{equation*}
p^{2}=\sum_{j=1}^{3} p_{j}^{2} \tag{2.34a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{3} p_{j}=0 \tag{2.34b}
\end{equation*}
$$

The restrictions (2.34) correspond to energy conservation [see Eqs. (2.11) and (2.14)] and to momentum conservation (in the c.m. frame). Additional restrictions must be placed on the initial momenta $p_{j}$, in order that the plane wave (2.33) describes an incoming scattering state in the sector under consideration for each problem. For completeness we now report these conditions in detail, even though they play no explicit rôle in the proof. We leave it to reader the verify that, in each case, the final momenta $p_{j}^{\prime}$ (see below) satisfy the conditions characteristic of an outgoing scattering configuration in the same section of configuration space.

An incoming scattering configuration is characterized
by the condition that the particles move freely (because they are still far apart from each other) and approach each other (so that, going backward in time, they do not collide). This requirement, together with the c.m. condition (2.34b) and the conditions (10) characterizing, for each problem, the sector under consideration, imply the following restrictions for the initial momenta: in the case with $g \neq 0$ and $f \neq 0$,

$$
\begin{equation*}
p_{3}>0 \geqslant p_{2}>p_{1} ; \tag{2.35a}
\end{equation*}
$$

in the case with $g=0, f \neq 0$,

$$
\begin{equation*}
p_{3}>0, \quad p_{2} \leqslant 0, \quad p_{1}<0 \tag{2.35b}
\end{equation*}
$$

in the case with $g \neq 0, f=0$,

$$
\begin{equation*}
p_{3}>p_{2}>p_{1} . \tag{2.35c}
\end{equation*}
$$

It is now easy to prove that, if the constants $c_{2}$ of Eq. (2.28) are chosen so that Eq. (2.30) yields (2.33), then from Eqs. (2.31) there also follows

$$
\begin{equation*}
\psi_{\text {out }}=\exp (-i \pi A) c \exp i \sum_{j=1}^{3} p_{j}^{\prime} x_{j} \tag{2.36}
\end{equation*}
$$

the constant $A$ and the final momenta $p_{j}^{\prime}$ being given by the following prescriptions: in the case $g \neq 0, f \neq 0$,

$$
\begin{equation*}
A=3(a+b+1), \quad p_{j}^{\prime}=-p_{j}, j=1,2,3 ; \tag{2.37a}
\end{equation*}
$$

in the case $g=0, f \neq 0$,

$$
A=3\left(b+\frac{1}{2}\right), \quad p_{1}^{\prime}=-p_{2}, \quad p_{2}^{\prime}=-p_{1}, \quad p_{3}^{\prime}=-p_{3} ; \quad(2.37 \mathrm{~b})
$$

in the case $g \neq 0, f=0$,

$$
\begin{equation*}
A=3\left(a+\frac{1}{2}\right), \quad p_{j}^{\prime}=p_{4-j}, \quad j=1,2,3 . \tag{2.37c}
\end{equation*}
$$

The proof obtains ${ }^{10}$ inserting the explicit expression of $\nu$, Eqs. (2.16), in Eq. (2.31b), applying the transformations $T^{(2)}$ resp. $T^{(3)}$ in the cases $g=0, f \neq 0$ resp. $g \neq 0, f=0$ [to get rid of the factors $\exp (3 i \pi l)=(-)^{2}$; see Eqs. (2.26) and (2.27) and recall that $T^{(n)}$ do not act on $r$, Eq. (2.23)], comparing the resulting expression with Eqs. (2.30) and (2.33), and finally using Eqs. (2.22) (unless both $g \neq 0$ and $f \neq 0$ ) and the definition (2.32).

The "initial" plane wave (2.33) describes, in the sector under consideration in each case, the (free) motion of particle $i$ with momentum $p_{i}$, the conditions (2.35) insuring in each case that this motion corresponds to an initial scattering configuration, i.e., one where each particle gets less close to every other particle if time runs backward. The "final" wavefunction (2.36) describes (in each case, in the same sector of configuration space), the (free) motion of particle $i$ with momentum $p_{i}^{\prime}$. The result just proven implies that the stationary eigenfunction of the Hamiltonian $H$, Eq. (2.1), that is identified by the requirement that its incoming part coincide with Eq. (2.33), contains only the outgoing plane wave (2.36). Thus an initial scattering state, characterized by particle 1 having momentum $p_{1}$, particle 2 having momentum $p_{2}$ and particle 3 having momentum $p_{3}$, can go only into the final state characterized by particle 1 having momentum $p_{1}^{\prime}$, particle 2 having momentum $p_{2}^{\prime}$, particle 3 having momentum $p_{3}^{\prime}$, the values of these momenta being related to those of the initial momenta by the simple rules (2.37). The final momenta satisfy the equations (2.34), implied by energy and momentum conservation; note however that
these 2 equations would not be sufficient to determine the 3 momenta $p_{i}^{\prime}$. Indeed, if the 3 particles under consideration were not equal, to an initial ingoing scattering state characterized by given momenta $p_{i}$, there would generally correspond a continuum of $\infty^{1}$ possible outgoing final states, a (continuous) function giving the probability density that any one of them be the outcome of the scattering process.

## 3. THE SCATTERING PROBLEM IN THE CLASSICAL CASE

The classical problem is characterized by the Hamiltonian

$$
\begin{equation*}
H=(2 m)^{-1} \sum_{i=1}^{3} p_{i}^{2}+\sum_{i=1}^{3}\left[g\left(x_{i}-x_{i+1}\right)^{-2}+3 f\left(x_{i}+x_{i+1}-2 x_{i+2}\right)^{-2}\right] \tag{3.1}
\end{equation*}
$$

To exclude collapse we must now assume the conditions

$$
\begin{equation*}
g \geqslant 0, \quad f \geqslant 0 . \tag{3.2}
\end{equation*}
$$

We shall again investigate the 3 problems characterized by $g>0, f>0$, by $g=0, f>0$, and by $g>0, f=0$, restricting attention in each case to the appropriate sectors of configuration space, introduced in the previous section.

We work again the the CM frame introduced above, and use the "polar" coordinates $r$ and $\varphi$, related to the particle coordinates by Eqs. (2.5)-(2.7). The Hamiltonian (3.1) is therefore written in the separated form

$$
\begin{align*}
& H=E=p_{r}^{2} /(2 m)+B^{2} / r^{2}  \tag{3.3}\\
& B^{2}=p_{\varphi}^{2} /(2 m)+\frac{9}{2}\left[g(\sin 3 \varphi)^{-2}+f(\cos 3 \varphi)^{-2}\right] \tag{3.4}
\end{align*}
$$

$E$ and $B$ being two constants of motion.
From these equations, and the explicit forms of $p_{r}$ and $p_{\varphi}$,

$$
\begin{align*}
& p_{r}=m \frac{d r}{d t}  \tag{3.5a}\\
& p_{\varphi}=m r^{2} \frac{d \varphi}{d t} \tag{3.5b}
\end{align*}
$$

there follows ${ }^{11}$

$$
\begin{equation*}
r(t)=\left[(2 E / m)\left(t-t_{0}\right)^{2}+B^{2} / E\right]^{1 / 2} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(t)=\frac{1}{3}\left(\arcsin \left\{\left[\Phi^{(1)}(t)\right]^{1 / 2}\right\}\right), \tag{3.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi^{(1)}(t)=\alpha+\beta \sin \left\{\gamma^{(1)}+6 \arctan \left[\left(t-t_{0}\right) / T\right]\right\}, \tag{3.8}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha & =\frac{1}{2}\left[1+9(g-f) /\left(2 B^{2}\right)\right],  \tag{3.9}\\
\beta & =\left[\alpha^{2}-9 g /\left(2 B^{2}\right)\right]^{1 / 2}  \tag{3.10a}\\
& =\frac{1}{2}\left\{\left[1-9(g+f) /\left(2 B^{2}\right)\right]^{2}-g f\left(9 / B^{2}\right)^{2}\right\},  \tag{3.10b}\\
T & =(m / 2)^{1 / 2}(B / E) . \tag{3.11}
\end{align*}
$$

Note that the definition of $B^{2}$, Eq. (3.4), implies that $\alpha$ is positive and $\beta$ is real (by convention, positive).

In Eq. (3.6) $t_{0}$ is the time when $\gamma(t)$ assumes its minimal value $\gamma_{0}=B E^{-1 / 2}$, while the quantity $\gamma^{(1)}$ in Eq.
(3.8) is related to the values of $\varphi$ at given times by any one of the following relations:

$$
\begin{align*}
& \sin 3 \varphi\left(t_{0}\right)=\left[\alpha+\beta \sin \gamma^{(\alpha)}\right]^{1 / 2}  \tag{3.12a}\\
& \sin 3 \varphi( \pm \infty)=\left[\alpha-\beta \sin \gamma^{(1)}\right]^{1 / 2} \tag{3.12b}
\end{align*}
$$

that incidentally imply $\varphi(+\infty)=\varphi(-\infty)$.
These equations refer to the case with $g>0, f>0$; in Eq. (3.7), the positive determination of the square root, and the principal determination of the arcsin function, are intended. It is easy to convince oneself that the positivity of both $g$ and $f$ guarantees $\Phi^{(1)}(t)$ to be always positive and less then unity, implying that $\varphi(t)$ is a continuous smooth function of time satisfying the restriction $0<\varphi(t)<\pi / 6$. However, in the limiting form that these equations take for $g=0, f>0$,
$\Phi^{(1)}(t)=\frac{1}{2}\left[1-9 f /\left(2 B^{2}\right)\right]\left(1+\sin \left\{\gamma^{(1)}+6 \arctan \left[\left(t-t_{0}\right) / T\right]\right\}\right)$
is still less than unity, but does reach the value zero; therefore the coordinate $\varphi(t)$, Eq. (3.7), has a discontinuous time derivative at the time $\bar{t}$ defined by

$$
\begin{equation*}
\sin \left\{\gamma^{(1)}+6 \arctan \left[\left(\bar{t}-t_{0}\right) / T\right]\right\}=-1 \tag{3.14}
\end{equation*}
$$

namely at the time $\bar{t}$ such that $\varphi(\bar{t})=0$ or, equivalently, $x_{1}(\bar{t})=x_{2}(\bar{t})$. Indeed, this solution describes the motion that obtains if the two-body potential in the Hamiltonian (3.1) is replaced by a zero-range infinitely repulsive pair potential, ${ }^{12}$ whose only effect is to exchange the momenta of two particles whenever they encounter (elastic collision), thereby preventing them from overtaking each other.

The motion in the case $g=0, f>0$ can also be evinced from Eqs. (3.7) and (3.13); it is sufficient to take the appropriate determination of the square root in Eq. (3.7), so that, at the time $\bar{t}, \varphi(t)$ changes sign. This prescription is automatically taken care of by replacing Eqs. (3.7) and (3.8) by

$$
\begin{align*}
\varphi(t)=\frac{1}{3} & \arcsin \left[\Phi^{(2)}(t)\right]  \tag{3.15}\\
\Phi^{(2)}(t)= & {\left[1-9 f /\left(2 B^{2}\right)\right]^{1 / 2} } \\
& \times \sin \left\{\gamma^{(2)}+3 \arctan \left[\left(t-t_{0}\right) / T\right]\right\} \tag{3.16}
\end{align*}
$$

Here the principal determination is understood for the arcsin and arctan functions, $T$ is always defined by Eq. (3.11), while $\gamma^{(2)}$ is now related to the values of $\varphi$ at given times by any one of the following relations:

$$
\begin{align*}
& \sin 3 \varphi\left(t_{0}\right)=\left[1-9 f /\left(2 B^{2}\right)\right]^{1 / 2} \sin \gamma^{(2)}  \tag{3.17a}\\
& \sin 3 \varphi( \pm \infty)=\mp\left[1-9 f /\left(2 B^{2}\right)\right]^{1 / 2} \cos \gamma^{(2)} \tag{3.17b}
\end{align*}
$$

which incidentally imply $\varphi(+\infty)=-\varphi(-\infty)$. Note that now $\varphi(t)$ is again a continuous smooth function of time, but it is restricted by $-\pi / 6<\varphi(t)<\pi / 6$. The function $r(t)$ is always given by the same formula, Eq. (3.6).

An analogous discussion can be made for the limiting case $g>0, f=0$. In this case the function $\Phi^{(1)}(t)$ is always positive, but can reach the value 1. The question that now arises refers to the determination of the arcsin function in Eq. (3.7), rather than the square root (that must always be taken positive). If the principal determination is always maintained, $\varphi(t)$ gets reflected back at the time $\tilde{t}$ defined by

$$
\sin \left\{\gamma^{(1)}+6 \arctan \left[\left(t-t_{0}\right) / T\right]\right\}=1
$$

namely at the time $\tilde{t}$ such that $\varphi(\tilde{t})=\pi / 6$, or, equivalently, $x_{2}(\tilde{t})=\frac{1}{2}\left[x_{1}(\tilde{t})+x_{3}(\tilde{t})\right]=0$. On the other hand, the formulas relevant for the motion in the $g>0, f=0$ case can be obtained by changing appropriately the determination of the arcsin function in Eq. (3.7), as $t$ crosses the value $\tilde{t}$. Alternatively, and more straightforwardly, one can use the equivalent formula ${ }^{3}$

$$
\begin{equation*}
\varphi=\frac{1}{3} \arccos \left[\Phi^{(3)}(t)\right] \tag{3.18}
\end{equation*}
$$

with

$$
\begin{align*}
\Phi^{(3)}(t)= & {\left[1-9 g /\left(2 B^{2}\right)\right]^{1 / 2} } \\
& \times \sin \left\{\gamma^{(3)}-3 \arctan \left[\left(t-t_{0}\right) / T\right]\right\} \tag{3.19}
\end{align*}
$$

using now the principal determination for both the arccos and arctan functions. Here $T$ is always defined by Eq. (3.11), but $\gamma^{(3)}$ is related to the values of $\varphi$ at given times by

$$
\begin{align*}
& \cos 3 \varphi\left(t_{0}\right)=\left[1-9 g /\left(2 B^{2}\right)\right]^{1 / 2} \sin \gamma^{(3)}  \tag{3.20a}\\
& \cos 3 \varphi( \pm \infty)= \pm\left[1-9 g /\left(2 B^{2}\right)\right]^{1 / 2} \cos \gamma^{(3)} \tag{3.20b}
\end{align*}
$$

implying $\varphi(+\infty)=(\pi / 3)-\varphi(-\infty)$ [note that, in this case, $0<\varphi(t)<\pi / 3]$.

These equations, together with Eqs. (2.7), provide the explicit determination of the motion of each particle, once the constants $E, B, t_{0}$, and $\gamma^{(n)}$, are given. These constants, on the other hand, are easily determined if the position and speed of the particles at any one time is given. In a scattering process the "initial" conditions are assigned in the asymptotic past, setting

$$
\begin{equation*}
x_{i}(t) \underset{t \rightarrow-\infty}{ }\left(p_{i} / m\right) t+a_{i}+O\left(t^{-1}\right), \quad i=1,2,3 \tag{3.21}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{i=1}^{3} p_{i}=\sum_{i=1}^{3} a_{i}=0 \tag{3.22}
\end{equation*}
$$

the last two conditions corresponding to our choice of reference frame, with the center of mass sitting at the origin of the coordinates. Then the constants $E, B$, and $t_{0}$ are given by the explicit formulas

$$
\begin{equation*}
E=(2 m)^{-1} \sum_{i=1}^{3} p_{i}^{2}=\left(p_{1}^{2}+p_{2}^{2}+p_{1} p_{2}\right) / m \tag{3.23}
\end{equation*}
$$

$B^{2}=p_{\varphi}^{2}(-\infty) /(2 m)+\frac{9}{2}\left\{g[\sin 3 \varphi(-\infty)]^{-2}+f[\cos 3 \varphi(-\infty)]^{-2}\right\}$,

$$
\begin{equation*}
t_{0}=-\left[a_{1}\left(2 p_{1}+p_{2}\right)+a_{2}\left(2 p_{2}+p_{1}\right)\right] /(2 E) \tag{3.24}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi(-\infty)=\arctan \left[\sqrt{3}\left(p_{1}-p_{2}\right) /\left(p_{1}+p_{2}-2 p_{3}\right)\right] \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{\varphi}(-\infty)=\sqrt{3} m\left(p_{1} a_{2}-p_{2} a_{1}\right) \tag{3.27}
\end{equation*}
$$

while the constant $\gamma^{(n)}$ is given by Eqs. (3.12b), (3.17b), or (3.20b), depending upon which one of the 3 problems one is considering. There formulas obtain in a straightforward manner from the definitions (3.3), (3.4), (3.5), and (2.5), and provide, together with Eqs. (2.7), (3.6), and (3.7) or (3.15) or (3.18), the complete explicit solutions of our problems. It should, of course, be remembered that the momenta are also assumed to satisfy


FIG. 1. The classical motion for the three-body problem discussed in this paper. The continuous lines indicate the position of the three particles, and of the center of mass of the two external ones, as a function of time, for $g=f=5$ (with $m=1$, and initial $(t \rightarrow-\infty)$ conditions $p_{1}=-2, p_{2}=-1, p_{3}=3, a_{1}=2, a_{2}=$ $-2.5, a_{3}=0.5$ ). As $g \rightarrow 0^{+}, f \rightarrow 0^{+}$, the motion, with the same initial conditions, degenerates into the shown sequence of straight segments, yielding finally the same asymptotic outcome.
the restrictions discussed in the previous section, Eqs. (2.35), that are required in each case in order that in each case the initial configuration belong to the appropriate sector of configuration space, and describe in that sector an incoming scattering state, with all the particles approaching each other.

In the asymptotic future the particles move again freely (but now away from each other):

$$
\begin{equation*}
x_{i}(t) \underset{t \rightarrow+\infty}{\rightarrow}\left(p_{i}^{\prime} / m\right) t+a_{i}^{\prime}+O\left(t^{-1}\right), \quad i=1,2,3 \tag{3.28}
\end{equation*}
$$

It is easy to verify that the quantities $p_{i}^{\prime}$ and $a_{i}^{\prime}$ are given by the following simple rules: if $g>0$ and $f>0$,

$$
\begin{array}{ll}
p_{i}^{\prime}=-p_{i}, & i=1,2,3 \\
a_{i}^{\prime}=-a_{i}, & i=1,2,3 \tag{3.29b}
\end{array}
$$

if $g=0, f>0$,

$$
\begin{array}{lll}
p_{1}^{\prime}=-p_{2}, & p_{2}^{\prime}=-p_{1}, & p_{3}^{\prime}=-p_{3} \\
a_{1}^{\prime}=-a_{2}, & a_{2}^{\prime}=-a_{1}, & a_{3}^{\prime}=-a_{3} \tag{3.30b}
\end{array}
$$

if $g>0, f=0$,

$$
\begin{array}{ll}
p_{i}^{\prime}=p_{4-i}, & i=1,2,3 \\
a_{i}^{\prime}=a_{4-i}, & i=1,2,3 \tag{3.31b}
\end{array}
$$

In fact, these follow rather directly from the equation of motions, even without using the explicit expressions (3.23)-(3.27) of the constants that appear in them.

The staggering simplicity of this result is clearly a peculiarity of the equal particle case; if the masses of the particles were unequal, or the coupling constants of the potentials for different pairs and triplets of particles were different, then both $p_{i}^{\prime}$ and $a_{i}^{\prime}$ would depend on
all the $p_{j}$ 's and the $a_{j}$ 's, and moreover on the values of the masses and of the coupling constants. Of course, even in the equal-particle case, the actual motion does depend on these parameters; it is only the asymptotic free motion, Eq. (3.28), that is independent of (almost all) the parameters, being completely described by the simple rules of Eqs. (3.29)-(3.31). This point is illustrated in Fig. 1, that displays the actual motion in one specific case, for $g>0$ and $f>0$. The motion that would result for different values of $g$ and $f$ (but with the same initial, and therefore final, asymptotics), can be easily inferred from the case displayed, noting that an increase in $g$ and $f$, implying more repulsion between the particles, has the effect of separating the different trajectories, while on the contrary for very small (positive) values of $g$ and $f$ the distance between adjacent particles, and between each particle and the center of mass of the other two, can become quite small. As $g$ and $f$ tend to zero (through positive values), the motion degenerates into a sequence of free trajectories, separated by sharp collisions between adjacent particles (those on the rhs, in the sector on which we have focused in this paper; see Fig. 1) and between the middle particle and the center of mass of the other two (or, equivalently, the center of mass of the whole system). In the first type of collision, the two particles involved exchange their momenta; in the second type of collision, the middle particle reverses its momentum, and the other two exchange and reverse their momenta. The corresponding motion is also reported in Fig. 1. Note that, if the initial momenta of the particles are $p_{1}, p_{2}$, and $p_{3}$, in the limiting motion corresponding to $g \rightarrow 0^{+}$, $f \rightarrow 0^{+}$, no other values of the momenta appear besides these 3 and the three values $-p_{1},-p_{2}$, and $-p_{3} .{ }^{13}$
*Research partially supported by the Consiglio Nazionale delle Ricerche (G. N. F.M.).
${ }^{1}$ F. Calogero, J. Math. Phys. 10, 2191 (1969).
${ }^{2}$ F. Calogero, J. Math. Phys. 12, 419 (1971).
${ }^{3}$ C. Marchioro, J. Math. Phys. 11, 2193 (1970).
${ }^{4}$ For an explicit proof, see Appendices D and E of Ref. 2.
${ }^{5}$ Progress in this direction has been made, in the case with the harmonical potential present (discrete spectrum), by A. M. Perelomov, Teor. Mat. Fis. 6, 364 (1971) [Sov. J. Teor. Mat. Fis. 6, 263 (1971)].
${ }^{6}$ J. Wolfes, J. Math. Phys. 15, 1420 (1974).
${ }^{7}$ We use a slightly different notation from that of Wolfes, Ref. 6.
${ }^{8}$ M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions (U.S. Department of Commerce, Washington, D. C. , 1965), Eq. 22. 5. 21.
${ }^{9}$ The equivalence between Eqs. (2.19a) and (2.19b) obtains from the substitution $\alpha \rightarrow \alpha+\pi / 2$, using the well-known property of Jacobi polynomials, $P_{l}^{(a, b)}(-x)=(-)^{l} P_{l}^{(a, b)}(x)$.
${ }^{10}$ See Ref. 3 and, more specifically, Sec. 4 of Ref. 2.
${ }^{11}$ The derivation of these results is straightforward; see Ref. 3 and Appendix D of Ref. 2.
${ }^{12}$ Actually, in the sector under consideration, this potential gets a chance to act only between particles 1 and 2 .
${ }^{13}$ This remark suggests the possibility to solve the 3 -body (and maybe even the $N$-body) problem with a zero-range interaction as that considered by J. B. McGuire, J. Math. Phys. 5, 622 (1964), but acting not only between pairs.

# Wave propagation in a random medium: A complete set of the moment equations with different wavenumbers 

L. C. Lee<br>Downs Laboratory of Physics, California Institute of Technology, Pasadena, California 91109 (Received 7 March 1974)<br>Propagation of waves in a random medium is studied under the "quasioptics" and the "Markov random process" approximations. Under these assumptions, a Fokker-Planck equation satisfied by the characteristic functional of the random wave field is derived. A complete set of the moment equations with different transverse coordinates and different wavenumbers is then obtained from the Fokker-Planck equation of the characteristic functional. The applications of our results to the pulse smearing of the pulsar signal and the frequency correlation function of the wave intensity in interstellar scintillation are briefly discussed.

## I. INTRODUCTION

Phenomena such as the twinkling of starlight and the ionospheric, interplanetary, and interstellar radio wave scintillations involve the propagation of an electromagnetic wave in a random medium. A complete statistical description of the wave field requires the solution of all moments of the wave field with different positions and different wavenumbers.

A complete set of the moment equations of the wave field with different transverse coordinates but the same wavenumbers has been derived under the "quasioptics" and the "Markov random process" approximations, 1,2 which can be applied to both weak and strong scatterings. However, such a set of the moment equations with the same wavenumbers is not sufficient to describe all the statistical properties of the random wave field. Some observed quantities in interstellar scintillations, such as the pulse smearing and the correlation function of the intensity fluctuation with different wavenumbers, ${ }^{3-5}$ need the solution of the moment equations with different wavenumbers. It is the purpose of this paper to derive a complete set of the moment equations with different transverse positions and different wavenumbers under the quasioptics and the Markov random process approximations. The results reduce to those of Tatarskii ${ }^{1,2}$ in the case of the same wavenumbers. It is noted that the meth od of the derivation used here is new, and simpler than that by Tatarskii. ${ }^{1,2}$

It is the idea of Hopf ${ }^{6}$ to introduce the "characteristic functional" as an alternative way to describe the complete statistical properties of a random field. In Sec. II, we will derive a Fokker-Planck equation for the characteristic functional of the random electromagnetic field. In Sec. III, a complete set of the moment equations will be derived from the Fokker-Planck equation satisfied by the characteristic functional. Some applications of the results will be briefly discussed in Sec. IV.

## II. FOKKER-PLANCK EQUATION FOR THE CHARACTERISTIC FUNCTIONAL OF THE WAVE FIELD

We consider the propagation of a monochromatic wave $E_{\omega}(\mathbf{r}, t)$ obeying the scalar wave equation

$$
\begin{equation*}
\nabla^{2} \Phi_{\omega}(\mathrm{r})+\left(\omega^{2} / c^{2}\right) \epsilon_{\omega}(\mathrm{r}) \Phi_{\omega}(\mathbf{r})=0 \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\omega}(\mathrm{r}, t)=\Phi_{\omega}(\mathrm{r}) e^{-i \omega t} \tag{2}
\end{equation*}
$$

$\Phi_{\omega}(\mathrm{r})$ may be regarded as a Fourier component in time of a general wavefunction. Here $(\omega / 2 \pi)$ is the frequency of the monochromatic wave, $c$ is the speed of light, and $\epsilon_{\omega}(\mathbf{r})$ is the refractive index of the medium in which the wave propagates.

The refractive index $\epsilon_{\omega}(r)$ is a random function and depends on both the position $r$ and the wave frequency $\omega$. As an example, we will consider in this paper the propagation of the high frequency waves with $\omega \gg \omega_{p}$, the plasma frequency of the medium, in the plasma medium. This applies to the propagation of the radio waves in the ionosphere, the interplanetary space, or the interstellar medium. If $N_{e}$ is the electron density, then we have

$$
\begin{equation*}
\epsilon_{\omega}(r)=1-\omega_{p}^{2} / \omega^{2} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{p}^{2}=4 \pi N_{e} e^{2} / m \tag{4}
\end{equation*}
$$

where $m$ is the mass and $e$ is the charge of an electron,
Now $N_{e}$ and $\epsilon_{\omega}(r)$ fluctuate irregularly. Let 〈〉 denote an average over an ensemble of propagation volumes. Then define

$$
\begin{aligned}
& \left\langle\epsilon_{\omega}(\mathrm{r})\right\rangle=\epsilon_{\omega 0}(\mathrm{r}) \\
& N_{e}(\mathrm{r})=\left\langle N_{e}(\mathrm{r})\right\rangle+\delta N_{e}(\mathrm{r}) \\
& \beta(\mathrm{r})=-4 \pi e^{2} \delta N_{e}(\mathbf{r}) / m c^{2} .
\end{aligned}
$$

We have

$$
\begin{equation*}
\nabla^{2} \Phi_{\omega}(\mathrm{r})+k^{2}\left[1+\beta(\mathrm{r}) / k^{2}\right] \Phi_{\omega}(\mathrm{r})=0 \tag{5}
\end{equation*}
$$

where now $\beta(r)$ is a wave-frequency independent random variable with zero mean and where the wavenumber $k=(\omega / c) \sqrt{\epsilon_{\omega 0}}$.

It is useful to define

$$
\begin{equation*}
\Phi_{\omega}(\mathbf{r})=u(k, \mathbf{r}) e^{i k z} \tag{6}
\end{equation*}
$$

from which we obtain
$2 i k \frac{\partial u(k, \mathbf{r})}{\partial z}+\left(\frac{\partial^{2}}{\partial z^{2}}+\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) u(k, \mathbf{r})+\beta(\mathbf{r}) u(k, \mathbf{r})=0$.
Let

$$
\mathrm{r}=(z, \rho), \quad \rho=(x, y), \quad \text { and } \quad s=(\rho, k)
$$

In order to proceed further, we will make two assumptions about the wave equation and the properties of the medium.

First, we assume that the term $\partial^{2} u / \partial z^{2}$ in Eq. (7) can be neglected. This is called the "quasioptics" approximation or "parabolic" approximation. Physically this assumption is equivalent to neglect the reflected wave since the equation has been reduced to one with a firstorder derivative in $z$ from the one with a second-order derivative. Thus we have
$\frac{\partial}{\partial z} u(z, \rho, k)+\frac{1}{2 i k} \nabla_{\rho}^{2} u(z, \rho, k)+\frac{1}{2 i k} \beta(z, \rho) u(z, \rho, k)=0$,
where

$$
\nabla_{\rho}^{2}=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2} .
$$

Second, we assume that $\beta(z, \rho)$ is delta-correlated in $z$ direction. This is called the Markov random process approximation. As we can see later, this is equivalent to assume that the correlation scale of $\beta(z, \rho)$ in $z$ direction is much less than the correlation scale of the wave field $u$ in $z$ direction. We then have

$$
\begin{equation*}
\left\langle\beta(z, \rho) \beta\left(z^{\prime}, \rho^{\prime}\right)\right\rangle=2 \delta\left(z-z^{\prime}\right) A\left(\rho-\rho^{\prime}\right) \tag{9a}
\end{equation*}
$$

and

$$
\begin{equation*}
A\left(\rho-\rho^{\prime}\right)=\int_{-\infty}^{z}\left\langle\beta(z, \rho) \beta\left(z^{\prime}, \rho^{\prime}\right)\right\rangle d z^{\prime} . \tag{9b}
\end{equation*}
$$

Note that the $z$ dependence of $A(\rho)$ is not explicitly expressed for convenience.

The validity of the above two assumptions has been discussed. ${ }^{2,7}$ We will only note that the "quasioptics" approximation and the "Markov" approximation can be applied in the strong scattering cases.

It is known that the probability distribution function at time $t$ of a random variable $x(t)$ that satisfies a differential equation of the first order in time with a delta-correlated external random force satisfies the Fokker Planck equation. In our case, $z$ plays the role of time. However, for a fixed value of $z$, the random field $u(z, \rho, k)$ does not have just a discrete value but has an infinite number of values and is a function of $\rho$ and $k$. It is the idea of Hopf ${ }^{6}$ to introduce a characteristic functional $\Psi$ to describe the statistical properties of a random field. One defines the characteristic functional as

$$
\begin{align*}
\Psi\left(z, \nu, \nu^{*}\right)= & \left\langle\exp \left(i R_{z}\right)\right\rangle \\
= & \left\langle\operatorname { e x p } \left\{ i \iint[u(z, \rho, k) \nu(\rho, k)\right.\right. \\
& \left.\left.\left.+u^{*}(z, \rho, k) \nu^{*}(\rho, k)\right] d^{2} \rho d k\right\}\right\rangle \tag{10}
\end{align*}
$$

where ${ }^{*}$ denotes complex conjugate and the range of integration is over all the allowed values of $\rho$ and $k$. Here $\nu$ and $\nu^{*}$ are treated as independent functions of $\rho$ and $k$.

It is the purpose of this section to derive a Fokker Planck equation for the characteristic functional $\Psi$ defined above. Tatarskii ${ }^{1}$ derived an equation for the characteristic functional with constant wavenumber $k$. It is noted that we treat in Eq. (10) the wavenumber $k$ as a variable.

Using $s=(\rho, k)$, we write Eq. (10) as
$\Psi\left(z, \nu, \nu^{*}\right)=\left\langle\exp \left\{i \int\left[u(z, s) \nu(s)+u^{*}(z, s) \nu^{*}(s)\right] d s\right\}\right\rangle$.
We differentiate Eq. (10) with respect to $z$ and obtain
by Eq. (8)

$$
\begin{align*}
& \frac{\partial}{\partial z} \Psi\left(z, \nu, \nu^{*}\right) \\
&=\left\langle\operatorname { e x p } ( i R _ { z } ) i \int \left[\left(\frac{-1}{2 i k}\right)\left[\nabla_{\rho}^{2} u(z, s)+\beta(z, \rho) u(z, s)\right] \nu(s)\right.\right. \\
&\left.\left.+\left(\frac{1}{2 i k}\right)\left[\nabla_{\rho}^{2} u^{*}(z, s)+\beta(z, \rho) u^{*}(z, s)\right] \nu^{*}(s)\right] d s\right\rangle . \tag{11}
\end{align*}
$$

First we calculate the terms $\left\langle\exp \left(i R_{k}\right) \nabla_{p}^{2} u(z, s)\right\rangle$ and $\left\langle\exp \left(i R_{z}\right) \nabla_{\rho}^{2} u^{*}(z, s)\right\rangle$ in Eq. (11). From Eq. (10), we have

$$
\begin{equation*}
\frac{\delta \Psi\left(z, \nu, \nu^{*}\right)}{d \nu(s)}=i\left\langle u(z, s) \exp \left(i R_{z}\right)\right\rangle \tag{12a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\delta \Psi\left(z, \nu, \nu^{*}\right)}{\delta \nu^{*}(s)}=i\left\langle u^{*}(z, s) \exp \left(i R_{z}\right)\right\rangle . \tag{12b}
\end{equation*}
$$

The operators $\delta / \delta \nu(s)$ and $\delta / \delta \nu^{*}(s)$ denote functional derivatives. ${ }^{6,8}$ Operating $\nabla_{\rho}^{2}$ on Eqs. (12a) and (12b), we have respectively

$$
\begin{equation*}
\left\langle\nabla_{\rho}^{2} u(z, s) \exp \left(i R_{s}\right)\right\rangle=\frac{1}{i} \nabla_{\rho}^{2} \frac{\delta \Psi\left(z, \nu, \nu^{*}\right)}{\delta \nu(s)} \tag{13a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\nabla_{\rho}^{2} u^{*}(z, s) \exp \left(i R_{z}\right)\right\rangle=\frac{1}{i} \nabla_{o}^{2} \frac{\delta \Psi\left(z, \nu, \nu^{*}\right)}{\delta \nu^{*}(s)} . \tag{13b}
\end{equation*}
$$

Next we consider the other terms in Eq. (11), namely, $\left\langle\exp \left(i R_{z}\right) \beta(z, \rho) u(z, s)\right\rangle$ and $\left\langle\exp \left(i R_{z}\right) \beta(z, \rho) u^{*}(z, s)\right\rangle$. We define

$$
\begin{equation*}
g\left(\nu, \nu^{*}, z, s\right)=\left\langle\exp \left(i R_{z}\right) \beta(z, \rho)\right\rangle \tag{14}
\end{equation*}
$$

Expand $\exp \left(i R_{\varepsilon}\right)$ in power series as follows: $\exp \left(i R_{z}\right)$

$$
\begin{equation*}
=\sum_{m=0}^{\infty} \frac{1}{m!}\left\{i \int\left[u(z, s) \nu(s)+u^{*}(z, s) \nu^{*}(s)\right] d s\right\}^{m} . \tag{15}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& g\left(\nu, \nu^{*}, z, s\right)=\sum_{m=0}^{\infty} \frac{i^{m}}{m!}\left\langle\left[\int\left(u_{1} \nu_{1}+u_{1}^{*} \nu_{1}^{*}\right) d s_{1}\right]\right. \\
& \left.\quad \times\left[\int\left(u_{2} \nu_{2}+u_{2}^{*} \nu_{2}^{*}\right) d s_{2}\right] \cdots\left[\int\left(u_{m} \nu_{m}+u_{m}^{*} \nu_{m}^{*}\right) d s_{m}\right] \beta(z, \rho)\right\rangle \tag{16}
\end{align*}
$$

where we define $s_{i}=\left(p_{i}, k_{i}\right), \nu_{i}=\nu\left(s_{i}\right), u_{i}=u\left(z, s_{i}\right)$, and etc. for $i=1,2,3, \cdots$. In the expansion of Eq. (16), the existence of moments of all orders is assumed.

Consider now the term in Eq. (16) like $\left\langle u_{1}^{\alpha_{1}} u_{2}^{\alpha_{2}} \cdots u_{m}^{\alpha_{m} \beta}\right\rangle$, where $u_{i}^{\alpha i}$ denotes either $u_{i}$ or $u_{i}^{*}$. From Eq. (8), we may write $u(z, s)$ as

$$
\begin{align*}
u(z, s)= & u(0, s)+\frac{i}{2} \int_{0}^{z} \frac{1}{k} \\
& \times\left[\nabla_{\rho}^{2} u\left(z^{\prime}, s\right)+\beta\left(z^{\prime}, \rho\right) u\left(z^{\prime}, s\right)\right] d z^{\prime} . \tag{17}
\end{align*}
$$

Note that $u(z, s)$ does not depend on $\beta\left(z^{\prime}, s\right)$ for $z^{\prime}>z$. Let $\Delta z$ be an increment in $z$, which is larger than the correlation scale of $\beta(z, \rho)$ in $z$ direction, and write

$$
\begin{align*}
u(z, s)= & u(z-\Delta z, s)+\frac{i}{2} \int_{z-\Delta z}^{z} \frac{i}{k} \\
& \times\left[\nabla_{\rho}^{2} u\left(z^{\prime}, s\right)+\beta\left(z^{\prime}, \rho\right) u\left(z^{\prime}, s\right)\right] d z^{\prime} \tag{18}
\end{align*}
$$

where $u(z-\Delta z, s)$ has no correlation with $\beta(z, \rho)$. Suppose $\Delta z$ is small, and expand $u(z, s)$ as

$$
\begin{align*}
u(z, s)= & u(z-\Delta z, s)+\frac{i}{2}\left(\frac{\Delta z}{k}\right) \nabla_{\rho}^{2} u(z-\Delta z, s) \\
& +\frac{i}{2} \frac{u(z-\Delta z, s)}{k} \int_{z-\Delta z}^{z} \beta\left(z^{\prime}, \rho\right) d z^{\prime}+O\left(\Delta^{2} z\right) \tag{19}
\end{align*}
$$

Under the Markov approximation, the correlation scale of $\beta(z, \rho)$ in $z$ direction is zero. Therefore, we let $\Delta z$ $\rightarrow 0$. We note that

$$
\begin{equation*}
\lim _{\Delta z \rightarrow 0} u(z-\Delta z, s)=u(z, s) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\beta\left(z, \rho^{\prime}\right) \int_{z-\Delta z}^{z} \beta\left(z^{\prime}, \rho\right) d z^{\prime}\right\rangle=A\left(\rho-p^{\prime}\right) \tag{21a}
\end{equation*}
$$

For higher moments such as

$$
\begin{aligned}
T_{i}= & \left\langle\beta(z, \rho) \int_{z-\Delta z}^{z} \beta\left(z_{1}, \rho_{1}\right) d z_{1} \cdots\right. \\
& \left.\times \int_{z-\Delta z}^{z} \beta\left(z_{i}, \rho_{i}\right) d z_{i}\right\rangle, \quad i \geqslant 2
\end{aligned}
$$

we will assume as in the derivation of ordinary Fokker Planck equation ${ }^{9}$

$$
\begin{equation*}
\lim _{\Delta \in \rightarrow 0} T_{i}=0, \quad i \geqslant 2 \tag{21b}
\end{equation*}
$$

This assumption can be satisfied if the random function $\beta(z, \rho)$ has a Gaussian, or normal statistics. However, the assumption made in (21b) is more general and does not require the Gaussian statistics of $\beta(z, \rho)$ in general.

It follows directly from Eqs. (16), (19), (20), (21a), and (21b) that, as $\Delta z \rightarrow 0$,

$$
\left\langle u\left(z, s_{1}\right) \beta(z, \rho)\right\rangle=\left(i / 2 k_{1}\right)\left\langle u\left(z, s_{1}\right)\right\rangle A\left(\rho-\rho_{1}\right)
$$

and, in general,

$$
\begin{align*}
\left\langle\left( u_{1} \nu_{1}\right.\right. & \left.\left.+u_{1}^{*} \nu_{1}^{*}\right) \cdots\left(u_{m} \nu_{m}+u_{m}^{*} \nu_{m}^{*}\right) \beta(z, \rho)\right\rangle \\
= & \sum_{j=1}^{m} A\left(\rho-\rho_{j}\right)\left(\frac{i}{2 k_{j}}\right)\left\langle\left(u_{1} \nu_{1}+u_{1}^{*} \nu_{1}^{*}\right) \cdots\right. \\
& \times\left(u_{j-1} \nu_{j-1}+u_{j-1}^{*} \nu_{j-1}^{*}\right)\left(u_{j} \nu_{j}-u_{j}^{*} \nu_{j}^{*}\right) \\
& \left.\times\left(u_{j+1} \nu_{j+1}+u_{j+1}^{*} \nu_{j+1}^{*}\right) \cdots\left(u_{m} \nu_{m}+u_{m}^{*} \nu_{m}^{*}\right)\right\rangle \tag{22}
\end{align*}
$$

by noting that $\left\langle u(z-\Delta z, s) \beta\left(z, \rho^{\prime}\right)\right\rangle=0$. Other than the as sumption made in (21b), Eq. (22) is exact under the delta-correlation assumption. But we see that really we only require the existence of an intermediate scale $\Delta z$ which is larger than the coherence scale of $\beta(z, \rho)$ but smaller than the scale of variation of $u$ such that $u(z-\Delta z, s) \approx u(z, s)$. The existence of the intermediate scale and Eq. (21) are the essence of the Fokker-Planck equation.

Substituting Eq. (22) into (16) and noting that all the $s_{i}^{\prime} s$ are dummy variables, we then have

$$
\begin{aligned}
& g\left(\nu, \nu^{*}, z, s\right) \\
& \quad=\sum_{m=1}^{\infty}\left(\frac{i^{m}}{m!}\right)\left(\frac{i}{2 k_{m}}\right)(m) \int \cdots \int A\left(\rho-\rho_{m}\right)\left\langle\left(u_{1} \nu_{1}+u_{1}^{*} \nu_{1}^{*}\right) \cdots\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\times\left(u_{m-1} \nu_{m-1}+u_{m-1}^{*} \nu_{m-1}^{*}\right)\left(u_{m} \nu_{m}-u_{m}^{*} \nu_{m}^{*}\right)\right\rangle d s_{1} \cdots d s_{m^{*}} \tag{23}
\end{equation*}
$$

We can also write Eq. (23) as

$$
\begin{align*}
& g\left(\nu, \nu^{*}, z, s\right) \\
& \left.=\frac{\sum_{m=1}^{\infty} \frac{i^{m-1}}{(m-1)!}\left(-\frac{1}{2}\right) \int \cdots \int \frac{1}{k^{\prime}} A\left(\rho-\rho^{\prime}\right)\left\langle\left(u^{\prime} \nu^{\prime}-u^{* \prime} \nu^{* \prime}\right)\right.}{} \quad \times\left(u_{1} \nu_{1}+u_{1}^{*} \nu_{1}^{*}\right) \cdots\left(u_{m-1} \nu_{m-1}+u_{m-1}^{*} \nu_{m-1}^{*}\right)\right\rangle d s^{\prime} d s_{1} \cdots d s_{m-1}
\end{align*}
$$

where $s^{\prime}=\left(\rho^{\prime}, k^{\prime}\right), u^{\prime}=u\left(z, s^{\prime}\right)$, and $\nu^{\prime}=\nu\left(s^{\prime}\right)$.
Setting $m-1=n$, we have

$$
\begin{align*}
& g\left(\nu, \nu^{*}, z, s\right) \\
& \left.=\frac{\sum_{n=0}^{\infty} \frac{(i)^{n}}{n!}\left(\frac{-1}{2}\right) \int \cdots \int \frac{i}{k^{\prime}} A\left(\rho-\rho^{\prime}\right)\left\langle\left(u^{\prime} \nu^{\prime}-u^{* \prime} \nu^{* \prime}\right)\right.}{} \quad \times\left(u_{1} \nu_{1}+u_{1}^{*} \nu_{1}^{*}\right) \cdots\left(u_{n} \nu_{n}+u_{n}^{*} \nu_{n}^{*}\right)\right\rangle d s^{\prime} d s_{1} \cdots d s_{n}
\end{align*}
$$

From Eq. (25) it is easy to show

$$
\begin{align*}
g\left(\nu, \nu^{*}, z, s\right)= & \left(\frac{-1}{2}\right) \int \frac{d s^{\prime}}{k^{\prime}} A\left(\rho-\rho^{\prime}\right)\left[\nu\left(s^{\prime}\right)\left\langle u\left(z, s^{\prime}\right) \exp \left(i R_{z}\right)\right\rangle\right. \\
& \left.-\nu^{*}\left(s^{\prime}\right)\left\langle u^{*}\left(z, s^{\prime}\right) \exp \left(i R_{\varepsilon}\right)\right\rangle\right]
\end{align*}
$$

By Eqs. (12a) and (12b), we write $g$ as

$$
\begin{align*}
& g\left(\nu, \nu^{*}, z, s\right) \\
& \quad=\left(\frac{i}{2}\right) \int \frac{d s^{\prime}}{k^{\prime}} A\left(\rho-\rho^{\prime}\right)\left(\nu\left(s^{\prime}\right) \frac{\delta \Psi}{\delta \nu\left(s^{\prime}\right)}-\nu^{*}\left(s^{\prime}\right) \frac{\delta \Psi}{\delta \nu^{*}\left(s^{\prime}\right)}\right) \tag{26}
\end{align*}
$$

Define the operator $\hat{M}(s)$ as

$$
\begin{equation*}
\hat{M}(s)=\nu(s) \frac{\delta}{\delta \nu(s)}-\nu^{*}(s) \frac{\delta}{\delta \nu^{*}(s)} \tag{27}
\end{equation*}
$$

We then have
$g\left(\nu, \nu^{*}, z, s\right)=\left(\frac{i}{2}\right) \int \frac{d s^{\prime}}{k^{\prime}} A\left(\rho-\rho^{\prime}\right) \hat{M}\left(s^{\prime}\right) \Psi\left(z, \nu, \nu^{*}\right)$.
We also note that
$\left\langle\beta(z, \rho) u(z, s) \exp \left(i R_{\ell}\right)\right\rangle=\frac{1}{i} \frac{\delta g\left(\nu, \nu^{*}, z, s\right)}{\delta \nu(s)}$
and
$\left\langle\beta(z, \rho) u^{*}(z, s) \exp \left(i R_{z}\right)\right\rangle=\frac{1}{i} \frac{\delta g\left(\nu, \nu^{*}, z, s\right)}{\delta \nu^{*}(s)}$.
By Eqs. (11), (13a), (13b), (28), (29a), and (29b), we obtain

$$
\begin{align*}
\frac{\delta \Psi\left(z, \nu, \nu^{*}\right)}{\delta z}= & \left(\frac{i}{2}\right) \int \frac{d s}{\tilde{k}}\left(\nu(s) \nabla_{\rho}^{2} \frac{\delta \Psi}{\delta \nu(s)}-\nu^{*}(s) \nabla_{\rho}^{2} \frac{\delta \Psi}{\delta \nu^{*}(s)}\right) \\
& -\frac{1}{4} \iint \frac{d s d s^{\prime}}{k k^{\prime}} A\left(\rho-\rho^{\prime}\right) \hat{M}(s) \hat{M}\left(s^{\prime}\right) \Psi \tag{30}
\end{align*}
$$

This is the Fokker-Planck equation for the characteristic functional $\Psi$ of the random electromagnetic field $u(z, \rho, k)$. Since the characteristic functional is the Fourier transform of the probability functional, Eq. (30) is in fact the Fourier transform of the Fokker-Planck equation. Our technique used here can also be applied to the derivation of the Fokker-Planck equation for the or dinary characteristic function of a random function $x(t)$.

## III. MOMENT EQUATIONS

We want to derive a complete set of moment equations in this section. First, we expand $\Psi\left(z, \nu, \nu^{*}\right)$ as a power series

$$
\begin{align*}
\Psi\left(z, \nu, \nu^{*}\right)= & \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{i^{m+n}}{m!n!}\left(\int u(z, s) \nu(z, s) d s\right)^{m} \\
& \times\left(\int u^{*}\left(z, s^{\prime}\right) \nu^{*}\left(z, s^{\prime}\right) d s^{\prime}\right)^{n} \\
= & \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{i^{m+n}}{m!n!} K_{m, n}\left(z, \nu, \nu^{*}\right) \tag{31}
\end{align*}
$$

where

$$
\begin{aligned}
K_{m, n}\left(z, \nu, \nu^{*}\right)= & \int \cdots \int \Gamma_{m, n}\left(z, s_{1}, \cdots, s_{m} ; s_{1}^{\prime}, \cdots, s_{n}^{\prime}\right) \\
& \times \nu_{1} \cdots \nu_{m} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime}
\end{aligned}
$$

and

$$
\begin{equation*}
\Gamma_{m, n}\left(z, s_{1}, \cdots, s_{m} ; s_{1}^{\prime}, \cdots, s_{n}^{\prime}\right)=\left\langle u_{1} u_{2} \cdots u_{m} u_{1}^{* /} \cdots u_{n}^{* \prime}\right\rangle \tag{32}
\end{equation*}
$$

$\Gamma_{m, n}$ is the $m-n$th moment of the random field $u(z, s)$.
The object of this section is to derive a differential equation satisfied by $\Gamma_{m, n}$.

We note that, for any function $f(s)$ of $s$, we have

$$
\begin{align*}
& \int f(s) \nu(s) \frac{\delta}{\delta v(s)} K_{m, n}\left(z, \nu, \nu^{*}\right) d s \\
& =\int \cdots \int \sum_{i=1}^{m} \Gamma_{m, n}\left(z, s, \cdots, s_{m} ; s_{1}^{\prime}, \cdots, s_{n}^{\prime}\right) f\left(s_{i}\right) \\
& \quad \times \nu_{1} \cdots \nu_{m} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime} \tag{33a}
\end{align*}
$$

and

$$
\begin{aligned}
& \int f(s) \nu^{*}(s) \frac{\delta}{\delta \nu^{*}(s)} K_{m, n}\left(z, \nu, \nu^{*}\right) d s \\
& \quad=\int \cdots \int \sum_{i=1}^{n} \Gamma_{m, n}\left(z, s_{1} \cdots s_{m} ; s_{1}^{\prime} \cdots s_{n}^{\prime}\right) f\left(s_{i}^{\prime}\right)
\end{aligned}
$$

$$
\begin{equation*}
\times \nu_{1} \cdots \nu_{m} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime} \tag{33b}
\end{equation*}
$$

From (33a) and (33b) we obtain

$$
\begin{align*}
-\frac{1}{4} & \iint \frac{d s d s^{\prime}}{k k^{\prime}} A\left(\rho-\rho^{\prime}\right) \hat{M}(s) \hat{M}\left(s^{\prime}\right) K_{m, n}\left(z, \nu, \nu^{*}\right) \\
= & -\frac{1}{4} \int \cdots \int\left(\sum_{i=1}^{m} \sum_{j=1}^{n} \frac{A\left(\rho_{i}-\rho_{j}\right)}{k_{i} k_{j}}\right. \\
& -\sum_{i=1}^{m} \sum_{j=1}^{n} \frac{\left[A\left(\rho_{i}-\rho_{j}^{\prime}\right)+A\left(\rho_{j}^{\prime}-\rho_{i}\right)\right]}{k_{i} k_{j}^{\prime}} \\
& \left.+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{A\left(\rho_{i}^{\prime}-\rho_{j}^{\prime}\right)}{k_{i}^{\prime} k_{j}^{\prime}}\right) \Gamma_{m, n} \nu_{1} \cdots \nu_{m} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} \\
& \times d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime} . \tag{34}
\end{align*}
$$

We also note that

$$
\begin{align*}
& \int \nu(s) \nabla_{\rho}^{2} \frac{\delta K_{m, n}}{\delta \nu(s)} d s \\
& \quad=\int \cdots \int\left(\nabla_{1}^{2}+\nabla_{2}^{2}+\cdots+\nabla_{m}^{2}\right) \Gamma_{m, n} \nu_{1} \cdots \nu_{m} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} \\
& \quad \times d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime} \tag{35a}
\end{align*}
$$

and

$$
\begin{align*}
& \int \nu^{*}(s) \nabla_{\rho}^{2} \frac{\delta K_{m, n}}{\delta \nu^{*}(s)} d s \\
& =\int \cdots \int\left(\nabla_{1}^{\prime 2}+\nabla_{2}^{\prime 2}+\cdots+\nabla_{n}^{\prime 2}\right) \Gamma_{m, n} \nu_{1} \cdots \nu_{m} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} \\
& \quad \times d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime} \tag{35b}
\end{align*}
$$

where $\nabla_{j}^{2}=\nabla_{\rho j}^{2}$ and $\nabla_{j}^{\prime 2}=\nabla_{p j^{\prime}}^{2}$ 。
By Eqs. (31), (34), (35a), and (35b), we can write
Eq. (30) as

$$
\begin{align*}
& \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \\
& \frac{i^{m+n}}{m!n!} \int \cdots \int\left[\frac{\partial \Gamma_{m, n}}{\partial z}-\frac{i}{2}\left(\frac{\nabla_{1}^{2}}{k_{1}}+\cdots+\frac{\nabla_{m}^{2}}{k_{m}}-\frac{\nabla_{i}^{\prime 2}}{k_{1}^{\prime}}-\cdots-\frac{\nabla_{n}^{\prime 2}}{k_{n}^{\prime}}\right) \Gamma_{m, n}+\frac{1}{4}\left(\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{A\left(\rho_{i}-\rho_{j}\right)}{k_{i} k_{j}}\right.\right.  \tag{36}\\
&\left.\left.-\sum_{i=1}^{m} \sum_{j=1}^{n} \frac{\left(A\left(\rho_{i}-\rho_{j}^{\prime}\right)+A\left(\rho_{j}^{\prime}-\rho_{i}\right)\right)}{k_{i} k_{j}^{\prime}}+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{A\left(\rho_{i}^{\prime}-\rho_{j}^{\prime}\right)}{k_{i}^{\prime} k_{j}^{\prime}}\right) \Gamma_{m, n}\right] \nu_{1} \cdots \nu_{n} \nu_{1}^{* \prime} \cdots \nu_{n}^{* \prime} d s_{1} \cdots d s_{m} d s_{1}^{\prime} \cdots d s_{n}^{\prime}=0 .
\end{align*}
$$

Since $\nu(s)$ and $\nu^{*}(s)$ are arbitrarily defined, the quantity inside the bracket in Eq. (36) must be zero. We have then the following differential equation for the moment function $\Gamma_{m, n}$ :

$$
\begin{align*}
& \frac{\partial \Gamma_{m, n}}{\partial z}\left(z, s_{1} \cdots s_{m,} s_{1}^{\prime} \cdots s_{n}^{\prime}\right) \\
&= \frac{i}{2}\left[\frac{\nabla_{1}^{2}}{k_{1}}+\cdots+\frac{\nabla_{m}^{2}}{k_{m}}-\frac{\nabla_{1}^{\prime 2}}{k_{1}^{\prime}}-\cdots-\frac{\nabla_{n}^{\prime 2}}{k_{n}^{\prime}}\right] \Gamma_{m, n} \\
&-\frac{1}{4}\left(\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{A\left(\rho_{i}-\rho_{j}\right)}{k_{i} k_{j}}-\sum_{i=1}^{m} \sum_{j=1}^{n} \frac{\left[A\left(\rho_{i}-\rho_{j}^{\prime}\right)+A\left(\rho_{j}^{\prime}-\rho_{i}\right)\right]}{k_{i} k_{j}^{\prime}}\right. \\
&\left.+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{A\left(\rho_{i}^{\prime}-\rho_{j}^{\prime}\right)}{k_{i}^{\prime} k_{j}^{\prime}}\right) \Gamma_{m, n^{\prime}} \tag{37}
\end{align*}
$$

It is noted that we can also derive the moment equation (37) directly from the wave equation (8), using the same technique in obtaining Eq. (22). Equation (37) thus gives us a complete set of the moment equations of the random wave field with different transverse coordinates and different wavenumbers.

## IV. APPLICATIONS

First we note that we have derived a complete set of the moment equations with different transverse coordinates and different wavenumbers for the high-frequency waves propagating in a plasma medium. However, we can easily extend the argument to the other cases when the index of refraction $\epsilon_{\omega}(r)$ has a different frequency dependence.

Next we consider some applications.

## A. Identical wavenumbers

When all the wavenumbers are identical, Eq. (37) becomes

$$
\begin{align*}
& \frac{\partial \Gamma_{m, n}}{\partial z}\left(z, \rho_{1} \cdots \rho_{m}, \rho_{1}^{\prime} \cdots \rho_{n}^{\prime}\right) \\
& \quad=\frac{i}{2 k}\left(\nabla_{1}^{2}+\cdots+\nabla_{m}^{2}-\nabla_{i}^{2}-\cdots-\nabla_{n}^{\prime 2}\right) \Gamma_{m, n}-\frac{1}{4 k^{2}} \\
& \quad \times\left(\sum_{i=1}^{m} \sum_{j=1}^{n} A\left(\rho_{i}-\rho_{j}\right)\right. \\
& \quad-\sum_{i=1}^{m} \sum_{j=1}^{n}\left[A\left(\rho_{i}-\rho_{j}^{\prime}\right)+A\left(\rho_{j}^{\prime}-\rho_{i}\right)\right] \\
& \left.\quad+\sum_{i=1}^{n} \sum_{j=1}^{n} A\left(\rho_{i}^{\prime}-\rho_{j}^{\prime}\right)\right) \Gamma_{m, n}, \tag{38}
\end{align*}
$$

which is identical to that obtained by Tatarskii. ${ }^{2}$ However, the derivation by Tatarskii requires that the refraction index fluctuations possess Gaussian statistics while we do not require the assumption of Gaussian statistics in our derivation in general.

$$
\text { B. } \Gamma_{1,1}\left(z, s_{1}, s_{2}\right)
$$

When $m=1$, and $n=1$, Eq. (37) gives

$$
\begin{align*}
& \frac{\partial \Gamma_{1,1}}{\partial z}\left(z, \rho_{1}, k_{1}, \rho_{2}, k_{2}\right) \\
& \quad=\frac{i}{2}\left(\frac{\nabla_{1}^{2}}{k_{1}}-\frac{\nabla_{2}^{2}}{k_{2}}\right) \Gamma_{1,1}-\frac{1}{4}\left[\left(\frac{1}{k_{1}^{2}}+\frac{1}{k_{2}^{2}}\right) A(0)\right. \\
&  \tag{39}\\
& \left.\quad-\frac{2 A\left(\rho_{1}-\rho_{2}\right)}{k_{1} k_{2}}\right] \Gamma_{1,1},
\end{align*}
$$

where $\Gamma_{1,1}\left(z, \rho_{1}, k_{1}, \rho_{2}, k_{2}\right)=\left\langle u\left(z, \rho_{1}, k_{1}\right) u^{*}\left(z, \rho_{2}, k_{2}\right)\right\rangle$.
Equation (39) can be used to calculate the mean intensity profile $\langle I(\mathrm{r}, t)\rangle$ at position r . Consider the random wave observed by a detector with a bandwidth function $f_{B}(k)$. Then we have the total observed wave amplitude $h(z, \rho, t)$ at position $z, \rho$ and time $t$

$$
\begin{equation*}
h(z, \rho, t)=\int_{-\infty}^{\infty} u(z, \rho, k) f_{B}(k) \exp \{i[k z-\omega(k) t]\} d k . \tag{40}
\end{equation*}
$$

The average intensity profile is then

$$
\begin{align*}
& \langle I(\mathrm{r}, t)\rangle=\left\langle h(z, \rho, t) h^{*}(z, \rho, t)\right\rangle \\
& \quad=\iint_{-\infty}^{\infty}\left\langle u\left(z, \rho, k_{1}\right) u^{*}\left(z, \rho, k_{2}\right)\right\rangle f_{B}\left(k_{1}\right) f_{B}\left(k_{2}\right) \\
& \quad \times \exp \left\{i\left[k_{1} z-\omega\left(k_{1}\right) t\right]\right\} \exp \left\{-i\left[k_{2} z-\omega\left(k_{2}\right) t\right]\right\} d k_{1} d k_{2} . \tag{41}
\end{align*}
$$

Thus $\Gamma_{1,1}$ is related to the average intensity profile $\langle I(r, t)\rangle$ by Eq. (41). Equations (39) and (41) have been applied to calculate the pulse profile of pulsar in interstellar scintillation. The details will be given in a later paper.
C. $\Gamma_{2,2}$

When $m=2$, and $n=2$, Eq. (39) becomes

$$
\begin{align*}
& \frac{\partial}{\partial z} \Gamma_{2,2}\left(z, s_{1}, s_{2}, s_{3}, s_{4}\right) \\
& = \\
& =\frac{i}{2}\left(\frac{\nabla_{1}^{2}}{k_{1}}+\frac{\nabla_{2}^{2}}{k_{2}}-\frac{\nabla_{3}^{2}}{k_{3}}-\frac{\nabla_{4}^{2}}{k_{4}}\right) \Gamma_{2,2} \\
& \quad-\frac{1}{4}\left[\left(\frac{1}{k_{1}^{2}}+\frac{1}{k_{2}^{2}}+\frac{1}{k_{3}^{2}}+\frac{1}{k_{4}^{2}}\right) A(0)+2 \frac{A\left(\rho_{1}-\rho_{2}\right)}{k_{1} k_{2}}\right. \\
& \quad+2 \frac{A\left(\rho_{3}-\rho_{4}\right)}{k_{3} k_{4}}-2 \frac{A\left(\rho_{1}-\rho_{3}\right)}{k_{1} k_{3}}-2 \frac{A\left(\rho_{1}-\rho_{4}\right)}{k_{1} k_{4}}  \tag{42}\\
& \\
& \left.\quad-2 \frac{A\left(\rho_{2}-\rho_{3}\right)}{k_{2} k_{3}}-2 \frac{A\left(\rho_{2}-\rho_{4}\right)}{k_{2} k_{4}}\right] \Gamma_{2_{2} 2},
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma_{2,2}\left(z, s_{1}, s_{2}, s_{3}, s_{4}\right)=\left\langle u\left(z, s_{1}\right) u\left(z, s_{2}\right) u^{*}\left(z, s_{3}\right) u^{*}\left(z, s_{4}\right)\right\rangle . \tag{43}
\end{equation*}
$$

If one sets $s_{3}=s_{1}, s_{4}=s_{2}$, and $\rho_{1}=\rho_{2}$, then
$\Gamma_{2,2}\left(z, s_{1}, s_{2}, s_{3}, s_{4}\right)$

$$
\begin{equation*}
\left.=\left.\langle | u\left(z, \rho_{1}, k_{1}\right)\right|^{2}\left|u\left(z, \rho_{1}, k_{2}\right)\right|^{2}\right\rangle=\left\langle I\left(z, \rho_{1}, k_{1}\right),\right. \tag{44}
\end{equation*}
$$

$\left.I\left(z, \rho_{1}, k_{2}\right)\right\rangle=P_{I}\left(k_{1}-k_{2}\right)$.
Here $I$ is the intensity and $P_{I}$ is the correlation function of intensity at different frequencies. Thus $\Gamma_{2,2}$ gives in this special case the intensity correlation function $P_{I}\left(k_{1}-k_{2}\right)$ at a given observation point with different wavenumbers. The intensity correlation function has been measured in interstellar scintillations, ${ }^{3-5,10}$ and Eq. (42) provides a theoretical base of interpretation.
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We establish some properties of automorphisms of real Lie algebras, which in particular allow us to construct the derivation algebra of a Lie algebra from the derivations of its radical. We apply this construction to some familiar kinematical algebras.

## I. INTRODUCTION

Up to now the notion of a group of automorphisms of a finite dimensional Lie algebra has practically been used mainly in the simple case of Abelian Lie algebras for which the group of automorphisms is $G l(n, \mathbb{R})$, where $n$ is the dimension of the real algebra. In the nonAbelian case, two physically interesting examples are well known with the groups of automorphisms of the Poincare ${ }^{1}$ and the Galilei ${ }^{2}$ algebras.

Let us add that the knowledge of the Lie algebra of automorphisms, also called the derivation algebra, ${ }^{3}$ has been useful to classify, up to a conjugation, the subalgebras of a given Lie algebra, ${ }^{4}$ and had led to build a theorem on the derivations of the semidirect sum of two Lie algebras $\mathscr{I}^{\square} L$, where $\mathfrak{\vartheta}$ is Abelian and $L$ semi-simple, provided that the decomposition of 92 into invariant subspaces under $L$ is unique.

In this paper it is proposed to extend the above theorem to the case of the semidirect sum $A=R \square L$, where $R$ is the radical, i.e., the maximal solvable Lie algebra in $A$, and $L$ plays the role of a Levi's factor. From Levi's theorem ${ }^{3}$ any Lie algebra admits such a decomposition and it will be shown how it is possible to construct the derivations of $R \square L$ using some well-defined derivations of the radical, the action of these derivations being extended to the whole algebra.

To find out the group of derivations of a Lie algebra, we could have used a pure cohomological approach based on the structural theorem between cohomology groups of G. Hochschild and J.P. Serre (Theorem 13 in Ref. 5). In particular this theorem shows that the first cohomology group $H^{1}(A, A)$, namely the quotient group of derivations by inner derivations, is essentially made of some linear maps defined in the radical into the whole algebra $A$ considered as a vector space $A$. But these maps cannot in general be easily found. Moreover it is clear that the knowledge of the first cohomology group does not give immediately neither the structure of the derivation algebra, nor the action of this algebra on $A$.

This paper is organized as follows:
Section II is devoted to some definitions and useful lemmas we need for the following sections.

The two following sections deal with some properties of $A$ in connection with the automorphisms. In Sec. III it is shown that the radical $R$ is stable for all automorphisms of the whole algebra $A$. This result is essential and leads to the study of the derivations of $A$ through the derivations of $R$. The Levi's factor does not possess a so strong property. However $L$ decomposes as
$L_{I} \oplus L_{\text {II }}$ with $L_{\text {I }}$ acting "effectively" on $R$ and $L_{\text {II }}$ commuting with $R$, and it can be proved (Sec. IV) that the algebras $A_{I}=R \square L_{I}$ and $L_{\text {II }}$ are both stable for the connected part $\operatorname{Aut}^{\circ}(\mathcal{A})$ of the automorphisms of $\mathcal{A}$.

Section V emphasizes the role played by a particular subgroup $R_{0}$ of the group of the inner automorphisms of $A_{\mathrm{I}}$. It follows a fundamental relationship between $\operatorname{Aut}{ }^{\circ}\left(A_{I}\right)$ and a subgroup $G$ of $\operatorname{Aut}^{\circ}(R)$. In Sec. VI this subgroup $G$ is fully characterized which allows to carry out the construction of the derivation algebra.

To illustrate the practical applications of this theorem, some relevant physical examples involving kinematical algebras are studied in Sec. VII.

In another paper ${ }^{6}$ it has been shown how the notion of derivation algebra can be used to increase an explicitly time-dependent invariance algebra of a given quantum mechanical system.

## II. PRELIMINARY PROPERTIES

All along this paper we are concerned with real Lie algebras.
(A) Definition: Let $A$ be a finite dimensional Lie algebra and $a$ an element of $A$; we call ideal relative to $a$ the subalgebra $g_{A}(a)$ constructed as follows: let us consider the subalgebra [ $\Lambda_{a}^{1}$ ] obtained by closing under the Lie product the vector subspace $\Lambda_{a}^{1}$ defined as:

$$
\begin{gathered}
\Lambda_{a}^{1}=\left\{a_{0} \mid \exists a^{\prime} \in \mathcal{A} \text { such that }\left[a^{\prime}, a\right]=a_{0}\right\}=[A, a] \\
\text { if } a \in[A, a], \\
\Lambda_{a}^{1}=\{[A, a]\} \oplus\{a\} \quad \text { with }\{a\}=\{\lambda a \mid \lambda \in \mathbb{R}\} \\
\text { if } a \notin[A, a] .
\end{gathered}
$$

Then let us form $\left[A,\left[\Lambda_{a}^{1}\right]\right]$; two cases may appear:
(i) $\left[A,\left[\Lambda_{a}^{1}\right]\right] \subset\left[\Lambda_{a}^{1}\right]$ and $\left[\Lambda_{a}^{1}\right]$ furnishes the ideal relative to $a$.
(ii) $\left[A,\left[\Lambda_{a}^{1}\right]\right] \not \subset\left[\Lambda_{a}^{1}\right]$ then the subalgebra $\left[\Lambda_{a}^{k}\right]$ can be constructed on the vector subspace $\Lambda_{a}^{k}$ deduced from the set:

$$
\left\{\left[\Lambda_{a}^{k-1}\right]\right\} \cup\left\{\left[A,\left[\Lambda_{a}^{k-1}\right]\right]\right\}
$$

and the iterative procedure will be stopped at the first stage $n$ for which

$$
\left[A,\left[\Lambda_{a}^{n}\right]\right] \subset\left[\Lambda_{a}^{n}\right]
$$

then $g_{A}(a)$ must be identified with $\left[\Lambda_{a}^{n}\right]$.
In the case of a simple algebra the following property can be deduced:

Lemma: Let $S$ be a simple algebra; then $g(s)=S$ for any $s \in S$.

Indeed the ideal $\mathcal{J}_{S}(s)$ being different from zero by construction, can only be, in a simple algebra, the whole algebra.
(B) Lemma: Let $L$ be a semisimple algebra; then $[L, l] \neq 0$ for any $l \in L$.

The proof of this property is obvious for a simple algebra $S$, since the elements $s \in S$ such that $[s, S]=0$ would form an ideal in $S$. We can deduce easily the same property for $L$ semisimple owing to the decomposition of any semisimple algebra into a direct sum of simple subalgebras.
(C) Let $A$ be a Lie algebra defined as a semidirect sum $R \square L$ and $B$ a proper subalgebra of $A(B \neq 0)$. We can define ${ }^{4}$ :

$$
L_{B}=L \cap B \text { and } R_{B}=R \cap B .
$$

It can be easily seen that $L_{B}$ and $R_{B}$ are subalgebras of $B$ :

$$
\left[L_{B}, L_{B}\right] \subseteq L_{B}, \quad\left[R_{B}, R_{B}\right] \subseteq R_{B}
$$

and moreover

$$
\left[L_{B}, R_{B}\right] \subseteq R_{B}
$$

which prove that

$$
R_{B} \square L_{B} \subseteq B .
$$

If $R_{B} \square L_{B} \subset B$, we denote by $M_{B}$ a complementary subspace of $R_{B}+L_{B}$ in $B$ :

$$
B=R_{B}+L_{B}+M_{B} .
$$

One can be easily convinced that any nonzero element $m_{j}$ of $M_{B}$ can be written in an unique way as:

$$
m_{j}=r_{j}+l_{f}
$$

with

$$
\begin{array}{lll}
r_{j} \in R, & r_{j} \notin R_{B}, & r_{j} \neq 0, \\
l_{j} \in L, & l_{j} \notin L_{B}, & l_{j} \neq 0 .
\end{array}
$$

Let us denote by $R_{B}^{\prime}$ (respectively, $L_{\beta}^{\prime}$ ) the subspace spanned by the $r_{j}$ 's (resp. $l_{j}$ 's), then the following property can be shown:

$$
\left[L_{B}+L_{B}^{\prime}, L_{B}+L_{B}^{\prime}\right] \subseteq L_{B}+L_{B}^{\prime},
$$

i.e., that $L_{B}+L_{B}^{\prime}$ is a subalgebra of $B$.
(D) In the algebra $A$ written as $R \square L$, the Levi's factor $L$ being semisimple can be decomposed into a direct sum of simple subalgebras:

$$
L=\stackrel{n}{\oplus}{\underset{i=1}{n}}^{c} L_{i} .
$$

It is useful to remark that this sum can be settled as:

$$
L=\left(\underset{i=1}{\stackrel{k}{\oplus}} L_{i}\right) \oplus\left(\underset{j=k+1}{\oplus} L_{j}\right)=L_{\mathrm{I}} \oplus L_{\mathrm{II}}
$$

with $L_{i}, i=1, \ldots, k$ acting effectively on $R$, i.e., such that $\left[L_{i}, R\right] \neq 0$ and $L_{j}, j=k+1, \ldots, n$ commuting with $R$, i.e., such that $\left[L_{j}, R\right]=0$.

It is worth noticing the following property:
Lemma: If $L$ simple acts effectively on $R$, then $[l, R] \neq 0$ for each $l \in L$.

Proof: Let us consider the set

$$
\varepsilon=\left\{l_{0} \in L \mid\left[l_{0}, R\right]=0\right\}
$$

this set is an ideal in $L$ since for any $l \in L, l_{0} \in \mathcal{E}$, the Jacobi's identity implies $\left[\left[l_{0}, l\right], r\right]=0$ for each $r \in R$. By hypothesis $\mathcal{E}$ is different from $L$ and thus can only be zero.

QED
(E) We recall here a property given in Ref. 7.

Lemma: Let $\sigma$ be a representation of a semisimple Lie algebra $L$ in a finite dimensional vector space $V$. If $W$ is an invariant subspace of $V$ such that $\operatorname{dim} V$ $=\operatorname{dim} W+1$ and if $\sigma(l) V \subseteq W$ for all $l \in L$, then there exists a vector $v \in V, v \notin W$ such that $\sigma(l) v=0$ for all $l \in L$ 。

## III. STABILITY OF THE RADICAL

Let $A$ be a real finite dimensional Lie algebra which can be written following the Levi's decomposition as the semidirect sum $R \square L$ corresponding to a (nontrivial) homomorphism from $L$ into $D(R)$ the derivation algebra of $R$, where $R$ is the radical, i.e., the maximal solvable ideal and $L$ a Levi's factor (semisimple subalgebra by definition). Then:

Theorem 1: $R$ is stable for each automorphism of $A$, i.e., is a characteristic ideal of $A$.

Assume that there exists an automorphism $\sigma$ of $A$ and an element $r$ of $R$ such that
$\sigma(r)=l+r^{\prime}$ with $l \in L, l \neq 0$, and $r^{\prime} \in R$,
$R$ being an ideal of $A[A, R] \subseteq R$ and we have
$[\sigma(A), \sigma(R)] \subseteq \sigma(R)$. But $\sigma(\mathscr{A})=A$, by definition, and it follows that

$$
[L, \sigma(R)] \subseteq \sigma(R)
$$

in particular,

$$
\begin{equation*}
\left[L, l+r^{\prime}\right] \subseteq \sigma(R) \tag{2}
\end{equation*}
$$

Obviously, L being semisimple can be decomposed into a direct sum of simple algebras $L_{i}$ :

$$
L=\stackrel{n}{\oplus}{ }_{i=1}^{n} L_{i} .
$$

Then the element $l$ used in (1) can be decomposed as

$$
l=\sum_{i=1}^{n} l_{i} \text { with } l_{i} \in L_{i}
$$

Let us choose in this sum $l_{j} \in L_{j}, l_{j} \neq 0$, which is possible since $l \neq 0$.

The relation (2) ensures that

$$
\left[L_{j}, l+r^{\prime}\right] \subseteq \sigma(R) .
$$

Let us remark that

$$
\left[L_{j}, l+r^{\prime}\right]=\left[L_{j}, l_{j}+r^{\prime}\right]
$$

Then, using the lemmas $A$ and $B$, it is not difficult to deduce that $g_{A}\left(l+r^{\prime}\right)$, which is included in $\sigma(R)$, contains a subalgebra $B$

$$
B=L_{B}+M_{B}+R_{B}
$$

such that

$$
L_{B}+L_{B}^{\prime}=g_{L_{j}}\left(l_{j}\right)=L_{j} .
$$

Therefore $B$ is not solvable. But $R$ solvable implies $\sigma(R)$ solvable and then $\sigma(R)$ contains only solvable subalgebras, which contradicts the above result. So an element $l \neq 0$ cannot appear in (1) and for any automorphism $\sigma$ of $A$ we have $\sigma(R) \subseteq R$. Since $\sigma(R)$ and $R$ have the same dimension, it follows that $R$ is stable under all the automorphisms of $A$, hence is a characteristic subalgebra of $A{ }^{1}$

## IV. PROPERTIES OF THE LEVI'S FACTOR

Lemma: Let $\pi \angle$ be the projection operator mapping $A$ on $L$, considered as vector spaces, then $\pi L^{\circ} \sigma$ is an automorphism of $L$ for any $\sigma$ automorphism of $A$. In particular $\pi_{L} O \sigma$ is an inner automorphism of $L$ if $\sigma$ belongs to the connected part $\operatorname{Aut}^{\circ}(A)$ of the automorphisms of $A$.

Let us define

$$
\begin{equation*}
\sigma(l)=\lambda(l)+\rho(l), \tag{3}
\end{equation*}
$$

with $\lambda(l) \in L$ and $\rho(l) \in R$ whenever $l \in L$ and $\sigma \in \operatorname{Aut}(A)$. By definition
$\left[\sigma\left(l_{1}\right), \sigma\left(l_{2}\right)\right]=\sigma\left(\left[l_{1}, l_{2}\right]\right)$ for each pair $l_{1}, l_{2} \in L$ 。
This relation can be decomposed into the two following ones:

$$
\begin{align*}
& {\left[\lambda\left(l_{1}\right), \lambda\left(l_{2}\right)\right]=\lambda\left(\left[l_{1}, l_{2}\right]\right),}  \tag{4}\\
& {\left[\lambda\left(l_{1}\right), \rho\left(l_{2}\right)\right]+\left[\rho\left(l_{1}\right), \lambda\left(l_{2}\right)\right]+\left[\rho\left(l_{1}\right), \rho\left(l_{2}\right)\right]=\rho\left(\left[l_{1}, l_{2}\right]\right) .} \tag{5}
\end{align*}
$$

Equation (4) together with the linearity property of $\lambda$ ensure us that $\lambda=\pi / \mathcal{O} \sigma$ is an homomorphism of $L$. From Theorem 1 we can deduce that $\lambda$ is a one-to-one mapping, so that $\lambda$ is an automorphism of $L$.

In particular, if $\sigma$ belongs to the connected part of the group of automorphisms of $A$, it is easy to show, by using the corresponding derivation, that $\lambda$ is a connected automorphism of $L$, and thus an inner automorphism of $L$, since any connected automorphism of a semisimple Lie algebra is an inner one.

Let us now decompose $A$ as $A=\left(R \square L_{1}\right) \oplus L_{\text {II }}$, with $L_{I}$ acting effectively on $R$; we have then:

Lemma 2: The algebras $\bar{R} \square L_{\mathrm{I}}=A_{\mathrm{I}}$ and $L_{\mathrm{II}}$ are stable for the connected part of the automorphisms of $A$. This property remains valid if $L_{I}=0$.

Let us first show that $\sigma\left(L_{\mathrm{II}}\right)=L_{\mathrm{II}}$, for any $\sigma \in \operatorname{Aut}^{\circ}(\mathcal{A})$. As $\left[L_{\text {II }}, R\right]=0$, and using also the result of the Theorem 1: $\sigma(R)=R$ we have

$$
\begin{equation*}
\left[\sigma\left(L_{\mathrm{II}}\right), \sigma(R)\right]=\left[\sigma\left(L_{\mathrm{II}}\right), R\right]=0 \tag{6}
\end{equation*}
$$

Let us consider $l_{2} \in L_{\text {II }}$ and form

$$
\sigma\left(l_{2}\right)=\lambda\left(l_{2}\right)+\rho\left(l_{2}\right)
$$

Equation (6) allows us to write

$$
\begin{equation*}
\left[\lambda\left(l_{2}\right)+\rho\left(l_{2}\right), R\right]=0 \tag{7}
\end{equation*}
$$

Moreover we know, from Lemma 1 , that if $\sigma$ is a connected automorphism of $A, \lambda$ is an inner automorphism of $L$, so that ${ }^{8} \lambda\left(l_{2}\right) \in L_{I I}$.

Then it follows from (7) that $\rho\left(l_{2}\right) \in C(R)$. Thus we can
deduce

$$
\begin{equation*}
\left[\sigma\left(L_{\mathrm{II}}\right), \sigma\left(L_{\mathrm{II}}\right)\right] \subseteq L_{\mathrm{II}} \tag{8}
\end{equation*}
$$

But $L_{\text {II }}$ being semisimple, $\left[L_{\text {II }}, L_{\text {II }}\right]=L_{\text {II }}$ and also

$$
\begin{equation*}
\left[\sigma\left(L_{\mathrm{II}}\right), \sigma\left(L_{\mathrm{II}}\right)\right]=\sigma\left(L_{\mathrm{II}}\right) \tag{9}
\end{equation*}
$$

Together with (8), Eq. (9) implies $\sigma\left(L_{\mathrm{II}}\right)=L_{\mathrm{II}}$, since $\sigma\left(L_{\mathrm{II}}\right)$ and $L_{\text {II }}$ have the same dimension.
Consider now the action of $\sigma$ on $\mathcal{A}_{\mathrm{I}}=R \square L_{1}$. We know from Theorem 1 that $\sigma(R)=R$. Moreover for any $l_{1} \in L_{I}$ we have

$$
\sigma\left(l_{1}\right)=\lambda\left(l_{1}\right)+\rho\left(l_{1}\right),
$$

with $\lambda\left(l_{1}\right) \in L_{1}$ for the reason already mentioned. ${ }^{8}$
Then one gets $\sigma\left(R \square L_{I}\right) \subseteq R \square L_{I}$ and $\sigma\left(R \square L_{I}\right)=R \square L_{I}$.
Let us mention that this proof is valid for $L_{\mathrm{I}}=0$. In this case $A=R \oplus L, \sigma(R)=R$, and $\sigma(L)=L$ for any $\sigma \in \operatorname{Aut}^{\circ}(A)$.

## V. ROLE OF THE ALGEBRA $R_{0} \cong C(R) / C\left(A_{\mathrm{I}}\right)$

Let $R_{0}$ be the Abelian subalgebra of the inner derivation algebra $g D\left(A_{I}\right)$ of $A_{\mathrm{I}}$ generated from elements of the center $C(R)$ of $R$, namely $R_{0} \cong C(R) / C\left(A_{1}\right)$.

Lemma 3: The Lie subgroup $R_{0}$ of the inner automorphisms of $A$ generated by the elements of $R_{0}$ is an Abelian invariant subgroup in the $\operatorname{group} \operatorname{Aut}(A)$ of the automorphisms of $A$.

Let $w_{r_{0}}$ be an inner automorphism of $A$ generated by $r_{0} \in R_{0}$; its action on $R \square L$ is given by

$$
\begin{array}{ll}
w_{r_{0}}(l)=l+\left[r_{0}, l\right] & \forall l \in L, \\
w_{r_{0}}(r)=r & \forall r \in R .
\end{array}
$$

Consider now an automorphism $\sigma$ of $A$ and form the product $\sigma^{-1} \circ w_{r_{0}} \circ \sigma$. One sees immediately that

$$
\begin{equation*}
\left(\sigma^{-1} \circ w_{r_{0}} \cap \sigma\right)(r)=r \quad \forall r \in R . \tag{10}
\end{equation*}
$$

In order to study the action of this product on $L$ we use the decomposition (3) for $\sigma$. It follows for $\sigma^{-1}$ :

$$
\begin{equation*}
\sigma^{-1}(l)=\lambda^{-1}(l)+\rho^{\prime}(l) \tag{11}
\end{equation*}
$$

such that

$$
\begin{equation*}
\left.\rho^{\prime}(l)+\sigma^{-1} \rho(l)\right)=0 \quad \forall l \in L . \tag{12}
\end{equation*}
$$

A simple calculation gives

$$
\begin{align*}
\left(\sigma^{-1} \bigcirc w_{r_{0}} \circ \sigma\right)(l) & =l+\left[\sigma^{-1}\left(r_{0}\right), l+\rho^{\prime}(\lambda(l))\right] \\
& =l+\left[\sigma^{-1}\left(r_{0}\right), l\right] \tag{13}
\end{align*}
$$

since $\sigma^{-1}\left(r_{0}\right)$ belongs to $C(R)[C(R)$ characteristic subalgebra]. Let us notice that, if $\sigma^{-1}\left(r_{0}\right) \in C(A)$, we obtain the identity automorphism.

From Eqs. (10) and (13) we deduce that

$$
\begin{equation*}
\sigma^{-1} \circ w_{r_{0}} \circ \sigma=w_{\sigma^{-1}\left(r_{0}\right)} \tag{14}
\end{equation*}
$$

which expresses that the $w_{r_{0}}$ 's form an invariant subgroup we shall denote $R_{0}$, in $\operatorname{Aut}(A)$.

Lemma 4: (a) Every nontrivial connected automorphism of $A_{\mathrm{I}}=R \square L_{\mathrm{I}}$ which acts as the identity on $R$ is an inner automorphism $w_{r_{0}}$ of $\mathcal{A}_{\mathrm{r}}$, generated from an element $r_{0}$ of $R_{0}$.
(b) Two connected automorphisms of $A_{1}, \sigma$ and $\sigma^{\prime}$ whose restrictions on $R$ are identical, are $R_{0}$ equivalent, i.e., there exists an automorphism $w_{r_{0}}$ generated by an element $r_{0}$ of $R_{0}$ such that

$$
\sigma=\sigma^{\prime} \circ w_{r_{0}}
$$

Let $w$ be a connected automorphism of $A_{1}, w \neq \mathbb{1}_{A_{1}}$ such that its restriction to $R$ is the identity $\mathbb{1}_{R}$ on $R$. For any pair $l \in L_{\mathrm{I}}, r \in R$, the relation

$$
[w(l), w(r)]=w([l, r])
$$

becomes

$$
\begin{equation*}
[w(l), r]=[l, r] \tag{15}
\end{equation*}
$$

As previously, we consider the decomposition

$$
\begin{equation*}
w(l)=\lambda(l)+\rho(l) \tag{16}
\end{equation*}
$$

where $\lambda(l) \in L$ and $\rho(l) \in R$.
In a first step, let us show that $\lambda$ must be the identity on $L_{I}$. Assume that $\lambda \neq \mathbb{1}_{L_{I}}$; therefore $l_{I} \in L_{I}$ exists such that

$$
\lambda\left(l_{\mathrm{I}}\right)-l_{\mathrm{I}} \neq 0
$$

Since

$$
L_{I}=\underset{i=1}{e} L_{i}
$$

with $L_{i}$ simple, $l_{I}$ can be decomposed as

$$
l_{\mathrm{I}}=\sum_{i=1}^{k} \alpha^{i} l_{i} \text { with } l_{i} \in L_{i}
$$

Then using Lemma 1 and Ref. 8, we can write

$$
\lambda\left(l_{\mathbf{1}}\right)=\sum_{i=1}^{k} \alpha^{i} \lambda\left(l_{i}\right) \text { with } \lambda\left(l_{i}\right) \in L_{i}
$$

In consequence

$$
\lambda\left(l_{\mathrm{I}}\right)-l_{\mathrm{I}}=\sum_{i=1}^{k} \alpha^{i}\left(\lambda\left(l_{i}\right)-l_{i}\right) \neq 0
$$

ensures us that there is at least one $l_{i} \in L_{i}\left(l_{i} \neq 0\right)$ such that

$$
\lambda\left(l_{i}\right)-l_{i} \neq 0 .
$$

Equations (15) and (16) written for $l_{i}$ lead to

$$
\left[\lambda\left(l_{i}\right)-l_{i}, r\right]=\left[-\rho\left(l_{i}\right), r\right] \text { for any } r \in R
$$

Owing to Lemma D of Sec. II,

$$
\left[\lambda\left(l_{i}\right)-l_{i}, R\right] \neq 0
$$

Therefore $\rho\left(l_{\mathrm{I}}\right) \neq 0$ and $\rho\left(l_{i}\right) \notin C(R)$.
Let us then consider the set

$$
L_{0}=\left\{l_{0} \in L_{i} \mid \exists r_{0} \in R \text { s.t. }\left[l_{0}, r\right]=\left[r_{0}, r\right] \forall r \in R\right\} .
$$

It is easy to prove by repeated use of the Jacobi's identity that $L_{0}$ is an ideal in $L_{i}$, and that, if $r_{0}$ corresponds to $l_{0} \in L_{0}$, then $\left[l, r_{0}\right]$ corresponds to $\left[l, l_{0}\right]$ for any $l \in L_{i}$. Moreover one can verify, owing to the Lemma $D$, that $L_{0}$ is isomorphic to a subalgebra of $R / C(R)$. But $L_{i}$ simple cannot contain solvable ideal other than zero; hence $L_{0}$ is zero and $\lambda$ cannot be different from $\mathbb{L}_{L_{1}}$. Thus Eq. (15) becomes

$$
[l+\rho(l), r]=[l, r] \text { for any } r \in R
$$

which implies $\rho(l) \in C(R)$.
From Theorem 1 we know that the restriction of $w$ to $R$, denoted $w / R$, belongs to $\operatorname{Aut}^{\circ}(R)$; but $C(R)$ is a characteristic subalgebra of $R,{ }^{1}$ thus $w / C(R)$ belongs to $\operatorname{Aut}^{\circ}(C(R))$. Consequently we can consider the semidirect sum $C(R) \square L_{I}$ and deduce:

$$
w / C(R) \square L_{\mathrm{I}} \in \operatorname{Aut}^{\circ}\left(C(R) \square L_{\mathrm{I}}\right)
$$

## Consider now

$$
\begin{equation*}
w\left(\left[l, l^{\prime}\right]\right)=\left[w(l), w\left(l^{\prime}\right)\right] \text { for any pair } l, l^{\prime} \in L_{\mathrm{I}} \tag{17}
\end{equation*}
$$

Using the specific form of $w$, Eq. (17) becomes

$$
\rho\left(\left[l, l^{\prime}\right]\right)=\left[l, \rho\left(l^{\prime}\right)\right]+\left[\rho(l), l^{\prime}\right] .
$$

This relation is a 1 -cocycle equation and also a 1 coboundary since $L_{I}$ is semisimple. So that, there exists $r_{w} \in C(R)$ such that

$$
\rho(l)=\left[r_{w}, l\right], \quad l \in L_{\mathbb{I}}
$$

and

$$
w(l)=l+\left[r_{w}, l\right]
$$

It follows that every connected automorphism of $A_{1}$ which reduce to the identity on $R$ is an inner automorphism of $A_{\mathrm{I}}$ generated by an element of $R_{0}$.

To prove the part (b) let us first note that, if $\sigma_{1}$ and $\sigma_{2}$ are two automorphisms of $\mathcal{A}$, then:

$$
\begin{equation*}
\sigma_{1}\left|R \circ \sigma_{2}\right| R=\sigma_{1} \circ \sigma_{2} / R \tag{18}
\end{equation*}
$$

Consider now the two connected automorphisms $\sigma$ and $\sigma^{\prime}$ whose restrictions on $R$ are identical. It is easy to go back to (a) by setting

$$
\mathfrak{A}=\sigma^{\prime-1} \circ \sigma
$$

which verifies, following (18), the relation:

$$
9 / R=\sigma^{\prime-1} / R \circ \sigma / R=1_{R}
$$

Therefore there exists $w_{r_{0}}, r_{0} \in R_{0}$, such that

$$
\begin{equation*}
\sigma^{\prime-1} \circ \sigma=w_{r_{0}} \tag{19}
\end{equation*}
$$

Since, from Lemma $3, R_{0}$ is an invariant subgroup of Aut $(A)$, the relation (19) defines the $R_{0}$ equivalence of $\sigma$ and $\sigma^{\prime}$.

From these two lemmas we deduce:
Theorem 2: The quotient group $\mathrm{Aut}^{\circ}\left(\mathcal{A}_{\mathrm{I}}\right) / R_{0}$ is isomorphic to a subgroup $G$ of $\operatorname{Aut}^{\circ}(R)$.

The property given in Lemma 3 allows to consider the quotient group $\operatorname{Aut}^{\circ}\left(A_{\mathrm{I}}\right) / R_{0}$ which is, according to Lemma 4, in a one-to-one correspondence $\varphi$ with a subset of Aut ${ }^{\circ}(R)$. Note that $\varphi$ maps any class $\bar{\sigma} \in \operatorname{Aut}{ }^{\circ}\left(A_{\mathrm{I}}\right) /$ $R_{0}$ on the automorphism $\sigma / R$, restriction to $R$ of any element of $\bar{\sigma}$. Using the simple property given in Eq. (18) we can deduce that $\varphi$ is an isomorphism of $\operatorname{Aut}^{\circ}\left(A_{1}\right) / R_{0}$ onto a subgroup $G$ of $\operatorname{Aut}^{\circ}(R)$ 。

## VI. CONSTRUCTION OF THE DERIVATION ALGEBRA ${ }^{9}$

Let $\mathcal{G}$ be the Lie algebra of the group $G$ defined in Theorem 2, we have:

Theorem 3: The algebra $\mathcal{G}$ can be decomposed into two parts:
(i) The subalgebra $\hat{L}_{I}$ which corresponds to the action of $L_{1}$ on $R$ in $A_{1}$.
(ii) The subalgebra $\hat{D}_{\hat{\prime}}$ which contains all the elements $\hat{d}$ of $D(R)$ such that $\left[\hat{d}, \hat{L}_{I}\right] \subseteq \hat{R}$, where $\hat{R}$, the algebra of the inner derivations of $R(\hat{N} \cong R / C(R))$ is an ideal in $\hat{D}$. Moreover a basis in $\hat{D}$ can be chosen such that any element of this basis is either an inner derivation, or an outer derivation $\hat{d^{\prime}}$ satisfying $\left[\hat{d^{\prime}}, \hat{L}_{\mathrm{I}}\right]=0$. Hence $\mathcal{G}$ can be written as the semidirect sum $\mathcal{G}=\hat{D} \square \hat{L}_{I}$ where $\hat{D}$ is not in general a solvable Lie algebra.

It is easily seen first, that $\hat{L}_{1}$ can be identified with $L_{\text {I }}$ and also that the algebra $g D\left(A_{1}\right)$ of inner derivations of $A_{\mathrm{I}}$ isomorphic to the quotient $R \square L_{\mathrm{I}} / C\left(R \square L_{\mathrm{I}}\right)$ exists in $G$ modulo the Lie algebra $R_{0}$. This result can be written: $g D\left(\mathcal{A}_{\mathrm{I}}\right) / R_{0} \cong \hat{R} \square \hat{L}_{1}$.

Consider now $\hat{d} \in \mathcal{G}, \hat{d}$ belonging to a complementary subspace of $A_{1}$ in the vector space $\mathcal{G}$. We shall show that $\left[\hat{d}, L_{\mathrm{I}}\right] \subseteq \hat{R}$. Indeed to the element $\hat{d}$ corresponds the class $\underline{d}$ in $D\left(A_{1}\right) / R_{0}: \underline{d}=d+R_{0}, d \in D\left(A_{1}\right)$. We know that $\left[d, g \bar{D}\left(A_{\mathrm{I}}\right)\right] \subset g D\left(A_{\mathrm{I}}\right)$. But, more precisely, let $d_{l}$ be the element of $g D\left(A_{I}\right)$ corresponding to the element $l \in L_{1}$. From the choice of $\hat{d}$ in $\mathcal{G}$, and using Lemma 1 it can be deduced that $d\left(l^{\prime}\right) \in R$ for any $l^{\prime} \in L_{I}$ Then remembering that the inner derivation $d_{a}$ acts on $a^{\prime}$ as:

$$
d_{a}\left(a^{\prime}\right)=\left[a, a^{\prime}\right]
$$

and using the elementary properties of the derivations:

$$
\left[d, d_{l}\right]\left(a^{\prime}\right)=d\left(d_{l}\left(a^{\prime}\right)\right)-d_{l}(d(a))
$$

one deduces the action of the derivation $\left[d, d_{l}\right]$ on any element $a^{\prime} \in \mathcal{A}_{1}$, one gets

$$
\begin{aligned}
{\left[d, d_{l}\right]\left(a^{\prime}\right) } & =d\left(\left[l, a^{\prime}\right]\right)-\left[l, d_{l}\left(a^{\prime}\right)\right] \\
& =\left[d(l), a^{\prime}\right]
\end{aligned}
$$

and since $d(l) \in R,\left[d, d_{l}\right]$ can therefore be identified with an inner derivation corresponding to an element of $R$. Going back to $G$, we easily deduce that

$$
\begin{equation*}
\left[\hat{d}, \hat{L}_{\mathrm{I}}\right] \subseteq \hat{R} \tag{20}
\end{equation*}
$$

Conversely it is possible to prove that any outer derivation $\hat{d}$ of $R$ verifying (20) is an element of $\mathcal{G}$.

Let us show that to any such outer derivation $\hat{d}$ of $R$, such that $\left[\hat{d_{2}} \hat{L}\right] \neq 0$, can be associated another outer derivation $\hat{d}^{\prime}$ which differs from $\hat{d}$ by an inner derivation $\hat{d}_{r}$ and satisfying

$$
\begin{equation*}
\left[\hat{d}^{\prime}, \hat{L}_{\mathbf{r}}\right]=0 \tag{21}
\end{equation*}
$$

Indeed, respectively, to each $\hat{d}$ defined above, one can associate the subalgebra $D_{\mathfrak{d}}$ of the derivation algebra $D(R)$ of $R$, which is generated by $\hat{d}$ and all the inner derivations of $\hat{R}$. Noting that $\hat{R}$ form an ideal in $D(R)$, one can write

$$
\begin{equation*}
[\hat{d}, \hat{R}] \subseteq \hat{R} \tag{22}
\end{equation*}
$$

Equations (20) and (22) allow us to consider the following semidirect sum, subalgebra of $D(R): D_{\hat{d}} \square \hat{L}_{\mathrm{I}}$. It is then interesting to notice that, from the definition of a semidirect sum, $D_{\tilde{d}}$-considered as vector space-is the representation space for the representation $\sigma$ of $L_{I}$ associated with the semidirect sum $D_{\hat{d}} \square L_{1}$. We are then in the conditions of Lemma $\mathrm{E} \mathscr{O}_{\hat{d}}$ playing the role of $V$ and $\hat{R}$ the role of $W$ ). In consequence, there exists a vector $\hat{d^{\prime}} \in D_{\hat{d}}, d^{\prime} \notin \hat{R}$ such that

$$
\begin{equation*}
\hat{d^{\prime}}=\hat{d}+\hat{d}_{r} \text { with } \hat{d}_{r} \in \hat{R} \tag{23}
\end{equation*}
$$

and

$$
\left(\sigma\left(L_{\mathrm{I}}\right)\right)\left(\hat{d}^{\prime}\right)=\left[L_{\mathrm{I}}, d^{\prime}\right]=0 .
$$

Now let us show that any such $\hat{d}^{\prime}$ belongs to $G$. Indeed, one can extend the action of $\hat{d^{\prime}}$ on the whole algebra $A_{\mathrm{I}}$ by setting

$$
\begin{array}{ll}
d^{\prime}(r)=\hat{d^{\prime}}(r) & \text { for any } r \in R \\
d^{\prime}(l)=0 & \text { for any } l \in L_{1} \tag{24}
\end{array}
$$

Then, $d^{\prime}$ so defined, is a derivation of $A_{\mathrm{I}}$; from its definition (24) we have just to verify its action on a Lie bracket $[l, r]$, where $l \in L_{I}, r \in R$,
$d^{\prime}([l, r])=d^{\prime} \circ d_{i}(r)=\hat{d}^{\prime} \circ d_{t}(r)=d_{t} \circ d^{\prime}(r)=d_{i} \circ d^{\prime}(r)$, and also

$$
d^{\prime}([l, r])=\left[l, d^{\prime}(r)\right]
$$

Taking into account the action of $d^{\prime}$ on $L_{I}$, this last relation ensures that $d^{\prime}$ is a derivation of $A_{1}$.

Moreover it is easy to see that $d^{\prime}$ belongs to the class of $D\left(A_{\mathrm{I}}\right) / R_{0}$ which corresponds to $\hat{d}^{\prime}$ by the isomorphism $\varphi$ defined in Sec. IV. Therefore $\hat{d}^{\prime}$ is an element of $\mathcal{G}$ and this holds for any $d$ satisfying (20) since in the relation (23) and $\hat{d}_{r}$ is in $G$.

## The algebra $D(A)$

It is easy now to determine $D\left(A_{1}\right)$ from the knowledge of $\mathcal{G}$. Indeed the subalgebra of inner derivations $g D\left(A_{\mathrm{I}}\right)$ is a priori known $g D\left(A_{\mathrm{I}}\right) \cong A_{\mathrm{I}} / C\left(A_{\mathrm{I}}\right)$ and we have just to study the Lie brackets involving outer derivations.

This can be achieved by remembering (proof of Theorem 3) that any $\hat{d}^{\prime} \in \mathcal{G}$ such that $\left[\hat{d^{\prime}}, \hat{L}\right]=0$ can be extended into a derivation $d^{\prime}$ on $A_{1}$, the action of which is given by Eq. (24). Thus, the action of all the elements of a basis in $D\left(A_{\mathrm{I}}\right)$ is known, hence the action of the general element in $D\left(A_{1}\right)$ is also known, which fully characterizes the derivation algebra since, by definition, for any pair of derivations $d_{1}$ and $d_{2}$ we have

$$
\left[d_{1}, d_{2}\right](a)=d_{1} \circ d_{2}(a)-d_{2} \circ d_{1}(a), \quad a \in \mathcal{A}_{I}
$$

Finally from the property stated in Lemma 2, we deduce the whole algebra

$$
D(A)=D\left(A_{\mathrm{I}}\right) \oplus D\left(L_{\mathrm{II}}\right)
$$

We recall that $D\left(L_{\text {II }}\right) \approx L_{\text {II }}, L_{\text {II }}$ being semisimple.

## VII. APPLICATIONS TO LIE ALGEBRAS OF PHYSICAL INTEREST

In order to illustrate the above results we study the derivation algebras of some physically relevant Lie algebras. More precisely, we shall pick up examples among kinematical invariance Lie algebras which are endomorphisms of space-time or phase space.

In practice, the knowledge of the derivations of the radical $R$ is not necessary. Indeed, $D(R)$ is a subalgebra of $G l(n, \mathbb{R})(n=\operatorname{dim} / R)$ and it is sufficient first to determine the generators of $\mathcal{G l}(n, \mathbb{R})$ which commute with those corresponding to the action of the semisimple
part $L$ on $R$, and then to select among these elements those which are derivations of $R$. This can be achieved by using a $n \times n$ matricial representation of $\mathcal{G} l(n, \mathbb{R})$.

## A. Algebras of the three-dimensional Euclidian group $E(3)$ and of the Poincare group $P$

These two examples can be treated by the theorem of the Appendix B of the Ref. 4 already mentioned in the introduction. Indeed, these two algebras can be written $\mathcal{E}(3)=9(3) \square S O(3)$ and $P=9(4) \square S O(3,1)$, respectively, and $9(3)$ [respectively, 9 (4)] is an irreducible vector space under $S O(3)$ [resp. $S O(3,1)]$.

To use our method, first for the Euclidean algebra $\mathcal{E}(3)$, we note that the radical $\boldsymbol{q}(3)$ is Abelian and therefore its derivation algebra, which contain only outer derivations is isomorphic to $G l(3, \mathbb{R})$. Hence we have to select in the algebra of $G L(3, \mathbb{R})$ the generators which commute with those of the algebra $50(3)$ corresponding by construction to the action on 9 (3) in the semidirect sum $9(3) \square S O(3)$. After calculations we find there exists only one such generator which acts as a dilatation on 9 ( 3 ). In consequence the derivation algebra can be written

$$
D(\mathcal{E}(3))=\mathscr{A}_{D}(3) \square\left(S O_{J}(3) \oplus R_{D}\right)
$$

In the same way, it is easy to see there exists only one generator in $\mathcal{G} l(4, \mathbb{R})$ which commutes with the generators of $S O(3,1)$ and that this generator still acts as a dilatation on $9(4)$. So we obtain the well-known result ${ }^{1}$

$$
D(P)=\vartheta(4) \square\left(S O(3.1) \oplus R_{D}\right) .
$$

## B. Algebra of the isochronous Galilei group $G^{\prime}$

This algebra which is the derived Galilei group algebra, can be written

$$
G^{\prime}=\left(\Re_{P}(3) \oplus \mathfrak{A}_{K}(3)\right) \square S O_{J}(3)
$$

Although the solvable part $\boldsymbol{A}$ is Abelian, the theorem of Ref. 4 cannot be applied, the decomposition of $q$ into irreducible subspaces under $S O(3)$ being not unique (more precisely, the three-dimensional vector representation appears with the multiplicity two). But from the point of view of our technic we are in the same situation as in Sec. VIIA. We have to exhibit in the derivation algebra of 9 isomorphic to $G l(6, \mathbb{R})$, the maximal subalgebra of the form $D \oplus S O_{I}(3)$, where $S O_{y}(3)$ still corresponds to the action on $\mathscr{A}_{P}(3) \oplus \Re_{X}(3)$ in the semidirect sum $\left(\mathfrak{R}_{p}(3) \oplus \mathfrak{X}_{K}(3)\right) \square S O_{J}(3)$. A simple calculation permits to show that $D$ is isomorphic to $G l(2, \mathbb{R})$. Hence the derivation algebra of $G^{\prime}$ is

$$
D\left(G^{\prime}\right)=\left(\mathfrak{R}_{p}(3) \oplus \mathfrak{R}_{K}(3)\right) \square\left(S O_{J}(3) \oplus G l(2, \mathbb{R})\right) .
$$

We shall give more details about this algebra in the Sec. VIID.

## C. Algebra of the Galileí group $G$

$$
G=\left(\mathfrak{X}_{P}(3) \oplus \mathscr{U}_{K}(3) \square \mathfrak{R}_{H}(1)\right) \square S O_{J}(3)
$$

The solvable part is no more Abelian. Its derivation algebra is a subalgebra of $G l(7, \mathbf{R})$ and in this subalgebra there exist two generators, denoted $D_{1}$ and $D_{2}$, which commute with $S O$ (3) and which correspond to
dilatations on the generators $\mathbf{P}, \mathrm{K}, H$. Thus $D(G)$ can be decomposed as ${ }^{2}$ :
$D(G)=\left(\mathscr{U}_{P}(3) \oplus \mathscr{U}_{K}(3) \square M_{H}(1)\right) \square\left(S O_{t}(3) \oplus R_{D_{1}} \oplus R_{D_{2}}\right)$
and we have the following commutation relations:

$$
\begin{align*}
& {\left[D_{1}, H\right]=2 H, \quad\left[D_{2}, H\right]=0} \\
& {\left[D_{1}, K_{j}\right]=-K_{j}, \quad\left[D_{2}, K_{j}\right]=K_{j}, \quad(j=1,2,3)} \\
& {\left[D_{1}, P_{j}\right]=P_{j}, \quad\left[D_{2}, P_{j}\right]=P_{j},}  \tag{25}\\
& \quad\left[D_{1}, D_{2}\right]=0
\end{align*}
$$

## D. Algebra of the extended isochronous Galilei group $\widetilde{G}^{\prime}$

To apply our method we consider this algebra written under the form

$$
\widetilde{G}^{\prime}=\left(\mathfrak{q}_{\mu}(1) \oplus \mathfrak{q}_{p}(3) \square \mathfrak{q}_{K}(3)\right) \square S O_{J}(3)
$$

The solvable part is the Heisenberg algebra $H$ of which the derivations are well known.

$$
D(H)=\left(\mathfrak{x}_{p}(3) \oplus \mathfrak{a}_{K}(3)\right) \square\left(\mathrm{Sp}(6, \mathbf{R}) \oplus R_{D}\right) .
$$

The $S O(3)$ is contained into the symplectic algebra $\mathrm{Sp}(6, \mathbf{R})$ and the generators of $D(H)$ which commute with the $\widehat{S O(3)}$ form a subalgebra isomorphic to $G l(2, \mathbf{R})$. This algebra was already encountered in Sec. VIIB where its action was limited on $\mathscr{Y}_{P}(3) \oplus \mathscr{\varkappa}_{K}(3)$. We can the write:

$$
D\left(\tilde{G^{\prime}}\right)=\left(\tilde{\pi}_{p}(3) \oplus \tilde{\pi}_{\pi}(3)\right) \square\left(S O_{y}(3) \oplus G l(2, \mathrm{R})\right)
$$

It is interesting to decompose $\mathcal{G} l(2, \mathbf{R})$ into the direct sum:

$$
G l(2, \mathbb{R}) \cong S U(1,1) \oplus R_{D_{2}}
$$

which makes appear the Schrodinger algebra $\int^{10}$ defined as the largest algebra which leaves invariant the free Schrödinger equation:

$$
S=\mathfrak{X}_{P}(3) \oplus \mathscr{X}_{K}(3) \square S O_{J}(3) \oplus S U(1,1)
$$

This algebra contains the Galilei algebra and the generator $H$ also belongs to the $S U(1,1)$ algebra of which the two other generators are the dilatation $D_{1}$ and the "expansion" C. The new generators satisfy the following commutation relations:

$$
\begin{array}{ll}
{\left[C, P_{j}\right]=K_{j},} & {\left[C, K_{j}\right]=0} \\
{\left[C, J_{j}\right]=0,} & {[C, H]=D_{1}} \\
{\left[C, D_{1}\right]=2 C,} & {\left[C, D_{2}\right]=0 .}
\end{array}
$$

The other commutation relations are identical to the relations (25). So, we have established that the Schrödinger algebra is the derivation algebra of the extended Galilei group, up to a dilatation which acts on the mass. It may be interesting to notice that:
(i) The $S U(1,1)$ algebra which appears above is in fact the $\operatorname{Sp}(2, \mathbf{R})$ algebra which subsists in $D(H)$ if we consider only a one-dimensional space.
(ii) It is easy to convince himself that following our technics and by its construction the Schrödinger algebra is complete, i.e., it has no center and no outer derivations.

## E. Algebra of the extended Galilei group $\widetilde{G}$

$$
\widetilde{G}=\left(\mathfrak{x}_{H}(1) \oplus \mathfrak{A}_{M}(1) \oplus \boldsymbol{A}_{P}(3) \square \mathfrak{A}_{K}(3)\right) \square S O_{J}(3) .
$$

This case differs from the case of the Galilei algebra by the appearance of a supplementary generator $z$, the automorphisms $\sigma_{\alpha \varepsilon}$ of which act on $\widetilde{G}$ as

$$
\begin{aligned}
& \sigma_{\alpha z}(H)=H+\alpha M, \\
& \sigma_{\alpha \xi}(x)=x, \text { for any } x \in \widetilde{\mathcal{G}^{\prime}}
\end{aligned}
$$

$z$ commutes with all inner derivations, but with the two dilatations we have the following commutation relations:

$$
\left[D_{1}, z\right]=-2 z, \quad\left[D_{2}, z\right]=2 z
$$

Hence the derivation algebra of $\widetilde{G}$ can be written

$$
D(\widetilde{G})=\left(g D(G) \oplus R_{\varepsilon}\right) \square\left(R_{D_{1}} \oplus R_{D_{2}}\right)
$$
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# Spectral representation of the pentagon diagram amplitude* 
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A method developed in two previous papers is used to derive a double spectral representation with Mandelstam boundary for the pentagon diagram amplitude for the production process $A B \rightarrow C D N$. Restrictions on the masses and kinematic invariants for which this representation is valid are found and it is discussed how a representation can be obtained for wider ranges of these variables. Finally, a comparison is made with the results of other authors.

## 1. INTRODUCTION

Different aspects of the properties of the pentagon diagram amplitude or five-point function have been discussed by a number of authors. Cutkosky used the Landau-Cutkosky rules ${ }^{1,2}$ to show that, unlike the leading singularities of the triangle and box diagram amplitudes, the leading singularity of the pentagon diagram amplitude is not a branch point. The discontinuity associated with this singularity, as calculated by the Cutkosky rules, is a delta function. ${ }^{3}$ Cook and Tarski ${ }^{4}$ made a detailed study of the leading Landau curve of the pentagon diagram amplitude and determined the singular points of this amplitude for several specific processes. A reduction formula expressing the pentagon diagram amplitude in terms of five box daigram amplitudes was obtained by Halpern. ${ }^{5}$

The pentagon diagram amplitude has also been studied with a view to writing it as a double spectral representation, for a restricted range of masses and kinematic invariants, by Zav'yalov and Pavlov. ${ }^{6}$ Their analysis however contains a number of errors. In particular, the double spectral representation obtained by them [Eq.
(23) of Ref. 6] is divergent, that is, infinity is obtained when the integration is carried out. Further, the properties of the roots of the quadratic equation yielding the leading Landau curve of the pentagon diagram amplitude are more complicated than indicated in Ref. 6. The roots can under certain circumstances becomes complex and this is another reason why their spectral representation is incorrect.

In this paper we extend a method used in two previous papers, Ref. 7 (referred to as VF) and Ref. 8 (referred to as I), to obtain a double spectral representation for the pentagon diagram amplitude, for a restricted range of masses and kinematic invariants. (Equations from I will be denoted by placing an I- in front of the equation number).

In Sec. 2, the pentagon diagram amplitude associated with the pentagon diagram in Fig. 1 is transformed from its Feynman parametrized form into a more convenient form and the restrictions made on the values of the masses and kinematic invariants are discussed. The boundary of the region of integration in the quadruple integral obtained in Sec. 2 is studied in Sec. 3 and in Sec. 4 we obtain some results necessary for reversing the order of integration.

The order of integration is reversed in Sec. 5 and a triple integral representation is obtained. In Sec. 6 the boundary of the region of integration in the triple inte-
gral is studied and in Sec. 7 results necessary for reversing the order of integration are obtained. Finally, in Sec. 8 the order of integration is reversed and an integration is carried out to obtain a double spectral representation in $s$ and $t$ for the pentagon diagram amplitude. We also note in Sec. 8 that one of the integrations can be carried out to obtain a single dispersion relation in $s$ and in principle the method of Ref. 9 (referred to as II) can be used to obtain a representation for the pentagon diagram amplitude for general physical invariants. Using this method it should be possible to determine directly how and when complex triangle, box, and pentagon singularities occur, resulting in a breakdown of even a single dispersion integral over a real domain.

## 2. TRANSFORMATION OF THE PENTAGON DIAGRAM AMPLITUDE

With plane wave states normalized so that $\left\langle p^{\prime} \mid p\right\rangle$ $=\delta^{(3)}\left(\mathbf{p}^{\prime}-\mathbf{p}\right)$ we define the scalar invariant production amplitude $P\left(s_{1}, s_{2}, s_{3}, s_{4}, s_{5}\right)$ for the process $A B \rightarrow C D N$ in terms of the $S$-operator by


FIG. 1. Pentagon amplitude for the production process $A B \rightarrow C D N$.

$$
\begin{align*}
& \left\langle\mathbf{p}_{C} \mathbf{p}_{D} \mathbf{p}_{N}\right| S\left|\mathbf{p}_{A} \mathbf{p}_{B}\right\rangle \\
& =-i(2 \pi)^{4} \delta^{(4)}\left(p_{C}+p_{D}+p_{N}-p_{A}-p_{B}\right)(2 \pi)^{-15 / 2} \\
& \quad \times\left(2 E_{A}\right)^{-1 / 2}\left(2 E_{B}\right)^{-1 / 2}\left(2 E_{C}\right)^{-1 / 2}\left(2 E_{D}\right)^{-1 / 2}\left(2 E_{N}\right)^{-1 / 2} \\
& \quad \times P\left(s_{1}, s_{2}, s_{3}, s_{4}, s_{5}\right) \tag{1}
\end{align*}
$$

where $s_{1}=\left(p_{A}+p_{B}\right)^{2}, s_{2}=\left(p_{A}-p_{C}\right)^{2}, s_{3}=\left(p_{B}-p_{D}\right)^{2}, s_{4}$ $=\left(p_{D}+p_{N}\right)^{2}, s_{5}=\left(p_{C}+p_{N}\right)^{2}$ are five independent kinematic invariants. (The notation has been chosen so that the results of I can be applied without the need to relabel the variables.) Then, using standard Feynman rules ${ }^{10}$ and the Feynman identity, we find that the amplitude arising from the pentagon diagram of Fig. 1 takes the form

$$
\begin{align*}
& P_{\text {pent. }}\left(s_{1}, s_{2}, s_{3}, s_{4}, s_{5}\right) \\
& \quad=-\left(g / 64 \pi^{2} E F G H\right) I\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \tag{2}
\end{align*}
$$

where, writing $I\left(x_{i}\right)$ for $I\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$,

$$
\begin{align*}
I\left(x_{i}\right)= & -4 E F G H \int_{0}^{1} d \alpha \int_{0}^{1-\alpha} d \beta \int_{0}^{1-\alpha-\beta} d \gamma \int_{0}^{1-\alpha-\beta-\gamma} d \delta \\
& \times\left[E^{2} \alpha+F^{2} \beta+G^{2}(1-\alpha-\beta-\gamma-\delta)+H^{2} \gamma+K^{2} \delta\right. \\
& -A^{2}(1-\alpha-\beta-\gamma-\delta) \alpha-B^{2}(1-\alpha-\beta-\gamma-\delta) \beta \\
& -C^{2} \alpha \gamma-D^{2} \beta \delta-N^{2} \gamma \delta-s_{1} \alpha \beta-s_{2}(1-\alpha-\beta-\gamma-\delta) \gamma \\
& \left.-s_{3}(1-\alpha-\beta-\gamma-\delta) \delta \cdot s_{4} \beta \gamma-s_{5} \alpha \delta\right]^{-3} \tag{3}
\end{align*}
$$

In Eq. (3), the $s_{i}$ are to be expressed in terms of the new variables $x_{i}$ or $X_{i}$ defined by

$$
\begin{align*}
x_{1}= & -X_{1}=(2 E F)^{-1}\left(s_{1}-E^{2}-F^{2}\right) \\
& x_{2}=-X_{2}=(2 G H)^{-1}\left(s_{2}-G^{2}-H^{2}\right), \\
x_{3}= & -X_{3}=(2 G K)^{-1}\left(s_{3}-G^{2}-K^{2}\right) \\
& x_{4}=-X_{4}=(2 F H)^{-1}\left(s_{4}-F^{2}-H^{2}\right), \\
x_{5}= & -X_{5}=(2 E K)^{-1}\left(s_{5}-E^{2}-K^{2}\right) \tag{4}
\end{align*}
$$

We shall find it convenient to use both the quantities $x_{i}$ and $X_{i}(i=1, \ldots, 5)$ in the following. The factor $g$ in Eq. (2) is given by $g=g_{A E G} g_{B F G} g_{C E H} g_{D F K} g_{N H K}$, where $g_{A E G}$, $\ldots, g_{N H K}$ are the usual rationalized coupling constants.

We begin by generalizing the transformation used in $I$. The change of variables is

$$
\begin{aligned}
& \lambda=(\alpha+\beta)^{-1}(1-\alpha-\beta-\gamma-\delta), \quad \mu=(\alpha+\beta)^{-1} \gamma \\
& \zeta=(\alpha+\beta)^{-1} \delta, \quad \nu=\beta^{-1}(\alpha+\beta)
\end{aligned}
$$

with the inverse

$$
\begin{aligned}
& \alpha=\nu^{-1}(\nu-1)(1+\lambda+\mu+\zeta)^{-1}, \beta=\nu^{-1}(1+\lambda+\mu+\zeta)^{-1} \\
& \gamma=\mu(1+\lambda+\mu+\zeta)^{-1}, \quad \delta=\zeta(1+\lambda+\mu+\zeta)^{-1}
\end{aligned}
$$

The Jacobian of the transformation is given by

$$
|\partial(\alpha, \beta, \gamma, \delta) / \partial(\lambda, \mu, \nu, \zeta)|=(1+\lambda+\mu+\xi)^{-5} \nu^{-2}
$$

and we find that

$$
\begin{aligned}
I\left(x_{i}\right)= & -4 E F G H \int_{0}^{\infty} d \zeta \int_{0}^{\infty} d \mu \int_{0}^{\infty} d \lambda \int_{0}^{\infty} d \nu(1+\lambda+\mu+\zeta) \nu^{-2} \\
& \times\left[E^{2} \nu^{-1}(\nu-1)(1+\lambda+\mu+\zeta)+F^{2} \nu^{-1}(1+\lambda+\mu+\zeta)\right. \\
& +G^{2} \lambda(1+\lambda+\mu+\zeta)+H^{2} \mu(1+\lambda+\mu+\zeta) \\
& +K^{2} \zeta(1+\lambda+\mu+\zeta) \\
& -A^{2} \lambda \nu^{-1}(\nu-1)-B^{2} \lambda \nu^{-1}-C^{2} \mu \nu^{-1}(\nu-1)-D^{2} \zeta \nu^{-1}-N^{2} \mu \zeta \\
& \left.-s_{1} \nu^{-2}(\nu-1)-s_{2} \lambda \mu-s_{3} \lambda \zeta-s_{4} \nu^{-1} \mu-s_{5} \nu^{-1}(\nu-1) \zeta\right]^{-3}
\end{aligned}
$$

$$
\begin{align*}
= & 2 E F G H \int_{0}^{\infty} \frac{d \zeta}{\zeta} \int_{0}^{\infty} d \mu \int_{0}^{\infty} d \lambda \int_{1}^{\infty} d \nu \\
& \times \frac{\partial}{\partial K^{2}}\left[(\nu-1) \phi(\lambda, \mu, \zeta)+\psi(\lambda, \mu, \zeta)-\nu^{-1}(\nu-1) v\left(x_{1}\right)\right]^{-2}, \tag{5}
\end{align*}
$$

where

$$
\begin{aligned}
\phi(\lambda, \mu, \zeta)= & G^{2} \lambda^{2}+H^{2} \mu^{2}+K^{2} \zeta^{2}+2 G H X_{2} \lambda \mu+2 G K X_{3} \lambda \zeta \\
& +2 H K e \mu \zeta+2 E G a \lambda+2 E H c \mu+2 E K X_{5} \zeta+E^{2}
\end{aligned}
$$

$$
\begin{align*}
\psi(\lambda, \mu, \zeta)= & G^{2} \lambda^{2}+H^{2} \mu^{2}+K^{2} \zeta^{2}+2 G H X_{2} \lambda \mu+2 G K X_{3} \lambda \zeta  \tag{6}\\
& +2 H K e \mu \zeta+2 F G b \lambda+2 F H X_{4} \mu+2 F K d \zeta+F^{2} \tag{7}
\end{align*}
$$

$$
\begin{equation*}
v\left(x_{1}\right)=2 E F x_{1}+E^{2}+F^{2} \tag{8}
\end{equation*}
$$

The constants $A^{2}, B^{2}, C^{2}, D^{2}, N^{2}$ have been expressed in terms of $a, b, c, d, e$ defined by

$$
\begin{array}{ll}
2 E G a=E^{2}+G^{2}-A^{2}, & 2 F G b=F^{2}+G^{2}-B^{2} \\
2 E H c=E^{2}+H^{2}-C^{2}, & 2 F K d=F^{2}+K^{2}-D^{2} \\
2 H K e=H^{2}+K^{2}-N^{2} \tag{9}
\end{array}
$$

and we have also used Eq. (4).
To simplify the proof of a spectral representation we restrict the quantities defined in Eqs. (4) and (9) as follows:

$$
\begin{equation*}
a, b, c, d, e>0, \quad X_{i}>0 \quad(i=1, \ldots, 5) \tag{10}
\end{equation*}
$$

Equation (10) ensures that $\phi(\lambda, \mu, \zeta)>0, \psi(\lambda, \mu, \zeta)>0$ for $\lambda \geqslant 0, \mu \geqslant 0, \zeta \geqslant 0$; in fact the term in square brackets in Eq. (5) is always positive and $I\left(x_{i}\right)$ is well defined.
While Eq. (10) can be satisfied with physical invariants by choosing the internal masses sufficiently large, the restrictions on $X_{i}$ mean that the amplitude we are considering does not in general correspond to a physical process since for the physical amplitude associated with the pentagon diagram in Fig. $1 X_{1}, X_{4}$, and $X_{5}$ would in general be negative. However, from the form of $I\left(x_{i}\right)$ we see that a spectral representation cannot in general be proved for negative $X_{1}, X_{4}$, and $X_{5}$, using real analysis only. One way of obtaining the physical amplitude would be to start with the spectral representation for the unphysical amplitude [Eq. (65)] and do an analytic continuation in $X_{1}, X_{4}$, and $X_{5}$ using, for example, a generalization of the method used in II. We discuss this problem further in Sec. 8.

The argument leading to Eqs. (I-19) and (I-20) can now be used to show that
$I\left(x_{i}\right)=\lim _{\epsilon+0} \frac{\partial}{\partial K^{2}} \int_{\epsilon}^{\infty} \frac{d \zeta}{\zeta} \int_{0}^{\infty} \frac{d \mu}{\mu}$

$$
\begin{equation*}
\times \lim _{0+0} \frac{\partial}{\partial x_{2}} \int_{0}^{\infty} \frac{d \lambda}{\lambda} \int_{h(\lambda, u, \zeta)}^{\infty} \frac{d \xi}{\left(\xi-x_{1}\right)[U(\xi, \lambda, \mu, \zeta)]^{1 / 2}}, \tag{11}
\end{equation*}
$$

where
$U(\xi, \lambda, \mu, \zeta)=(\xi-h(\lambda, \mu, \zeta))(\xi-k(\lambda, \mu, \zeta))$,
$\left.\left.\left.\begin{array}{l}h(\lambda, \mu, \zeta) \\ k(\lambda, \mu, \zeta)\end{array}\right\}=(2 E F)^{-1}\{[\sqrt{\phi(\lambda, \mu, \zeta}) \pm \sqrt{\psi(\lambda, \mu, \zeta})\right]^{2}-E^{2}-F^{2}\right\}$,
and $\phi(\lambda, \mu, \zeta), \psi(\lambda, \mu, \zeta)$ are given by Eqs. (6), (7).

## 3. STUDY OF $h(\lambda, \mu, \zeta)$

To reverse the order of integration in Eq. (11) we need to examine the function $h(\lambda, \mu, \zeta)$ for $\lambda \geqslant 0, \mu \geqslant 0$, $\zeta \geqslant 0$. As in Sec. 4 of I (or of VF) we write

$$
\begin{align*}
& \phi(\lambda, \mu, \zeta)=p_{1} \lambda^{2}+2 q_{1}(\mu, \zeta) \lambda+r_{1}(\mu, \zeta) \\
& \psi(\lambda, \mu, \zeta)=p_{1} \lambda^{2}+2 q_{1}^{\prime}(\mu, \zeta) \lambda+r_{1}^{\prime}(\mu, \zeta) \tag{14}
\end{align*}
$$

where

$$
p_{1}=G^{2}
$$

$q_{1}(\mu, \zeta)=G\left(H X_{2} \lambda+K X_{3} \zeta+E a\right)$,
$r_{1}(\mu, \zeta)=H^{2} \mu^{2}+K^{2} \zeta^{2}+2 H K e \mu \zeta+2 E H c \mu+2 E K X_{5} \zeta+E^{2}$,
$q_{1}^{\prime}(\mu, \zeta)=G\left(H X_{2} \lambda+K X_{3} \zeta+F b\right)$,
$r_{1}^{\prime}(\mu, \zeta)=H^{2} \mu^{2}+K^{2} \zeta^{2}+2 H K e \mu \zeta+2 F H X_{4} \mu+2 F K d \zeta+F^{2}$.

Then the argument of Sec. 4 of I (or of VF) shows that for fixed $\mu \geqslant 0, \zeta \geqslant 0, h(\lambda, \mu, \zeta)$ increases strictly from $h(0, \mu, \zeta)$ to $+\infty$ as $\lambda$ increases from 0 to $+\infty$, whenever $h_{\lambda}(0, \mu, \zeta) \geqslant 0$. Now

$$
\begin{equation*}
h_{\lambda}(0, \mu, \zeta)=(E F)^{-1}\left(\sqrt{r_{1}(\mu, \zeta)}+\sqrt{r_{1}^{\prime}(\mu, \zeta)}\right) l_{1}(\mu, \zeta) \tag{16}
\end{equation*}
$$

where
$l_{1}(\mu, \zeta)=\left[q_{1}(\mu, \zeta) / \sqrt{r_{1}(\mu, \zeta)}\right]+\left[q_{1}^{\prime}(\mu, \zeta) / \sqrt{\gamma_{1}^{\prime}(\mu, \zeta)}\right]$.
Thus, when Eq. (10) holds, it follows from Eqs. (15), (17), and (16) that for fixed $\mu \geqslant 0, \zeta \geqslant 0, h(\lambda, \mu, \zeta)$ increases strictly from $h(0, \mu, \zeta)$ to $+\infty$ as $\lambda$ increases from 0 to $+\infty$. Similarly, for fixed $\lambda \geqslant 0, \zeta \geqslant 0, h(\lambda, \mu, \zeta)$ increases strictly from $h(\lambda, 0, \zeta)$ to $+\infty$ as $\mu$ increases from 0 to $+\infty$ and for fixed $\mu \geqslant 0, \zeta \geqslant 0, h(\lambda, \mu, \zeta)$ increases strictly from $h(\lambda, \mu, 0)$ to $+\infty$ as $\zeta$ increases from 0 to $+\infty$.

## 4. SOLUTIONS OF $U(\xi, \lambda, \mu, \zeta)=0$

In this section we study the behavior of the zeros of $U(\xi, \lambda, \mu, \zeta)$ first when $\xi, \mu$ and $\zeta$ are held fixed, then when $\xi, \lambda$, and $\zeta$ are held fixed and finally when $\xi$, $\lambda$, and $\mu$ are held fixed. From Eqs. (12), (13), (6), and (7) we have

$$
\begin{align*}
4 E^{2} F^{2} U(\xi, \lambda, \mu, \zeta) & =a_{1}(\xi) \lambda^{2}+2 b_{1}(\xi, \mu, \zeta) \lambda+c_{1}(\xi, \mu, \zeta) \\
& =a_{2}(\xi) \mu^{2}+2 b_{2}(\xi, \lambda, \zeta) \mu+c_{2}(\xi, \lambda, \zeta) \\
& =a_{3}(\xi) \zeta^{2}+2 b_{3}(\xi, \lambda, \mu) \zeta+c_{3}(\xi, \lambda, \mu) \tag{18}
\end{align*}
$$

where
$a_{1}(\xi)=4 G^{2}\left[(E a-F b)^{2}-v(\xi)\right]$,
$a_{2}(\xi)=4 H^{2}\left[\left(E c-F X_{4}\right)^{2}-v(\xi)\right]$,
$a_{3}(\xi)=4 K^{2}\left[\left(E X_{5}-F d\right)^{2}-v(\xi)\right]$,
$b_{1}(\xi, \mu, \zeta)=\beta\left(\xi,-X_{2}\right) \mu+\gamma\left(\xi,-X_{3}\right) \zeta+b_{1}$,
$b_{2}(\xi, \lambda, \zeta)=\beta\left(\xi,-X_{2}\right) \lambda+\delta(\xi,-e) \zeta+b_{2}$,
$b_{3}(\xi, \lambda, \mu)=\gamma\left(\xi,-X_{3}\right) \lambda+\delta(\xi,-e) \zeta+b_{3}$,
$\beta\left(\xi,-X_{2}\right)=4 G H\left[(E a-F b)\left(E c-F X_{4}\right)-X_{2} v(\xi)\right]$,
$\gamma\left(\xi,-X_{3}\right)=4 G K\left[(E a-F b)\left(E X_{5}-F d\right)-X_{3} v(\xi)\right]$,
$\delta(\xi,-e)=4 H K\left[\left(E c-F X_{4}\right)\left(E X_{5}-F d\right)-e v(\xi)\right]$,
$b_{1} \equiv b_{1}(\xi, 0,0)=2 G\left[(E a-F b)\left(E^{2}-F^{2}\right)-(E a+F b) v(\xi)\right]$,
$b_{2} \equiv b_{2}(\xi, 0,0)=2 H\left[\left(E c-F X_{4}\right)\left(E^{2}-F^{2}\right)-\left(E c+F X_{4}\right) v(\xi)\right]$,
$b_{3} \equiv b_{3}(\xi, 0,0)=2 K\left[\left(E X_{5}-F d\right)\left(E^{2}-F^{2}\right)-\left(E X_{5}+F d\right) v(\xi)\right]$,
and $v(\xi)$ is given in Eq. (8).
The quantities $c_{1}(\xi, \mu, \zeta), c_{2}(\xi, \lambda, \zeta), c_{3}(\xi, \lambda, \mu)$ are determined from Eq. (18) by putting $\lambda, \mu, \zeta$, respectively, equal to zero and using in addition Eq. (19) and the fact that

$$
\begin{equation*}
c_{1}(\xi, 0,0)=c_{2}(\xi, 0,0)=c_{3}(\xi, 0,0)=4 E^{2} F^{2}\left(\xi^{2}-1\right) \tag{20}
\end{equation*}
$$

The argument of Sec. 5 of VF (see also Sec. 5 of I) shows that for each $\xi \geqslant h(0, \mu, \zeta)$, where $\mu$ and $\zeta$ are fixed and $\geqslant 0$, the quadratic equation in $\lambda$

$$
U(\xi, \lambda, \mu, \zeta)=0
$$

has two real roots given by

$$
\begin{align*}
\lambda_{ \pm}(\xi, \mu, \zeta)= & {\left[a_{1}(\xi)\right]^{-1}\left(-b_{1}(\xi, \mu, \zeta) \mp\left\{\left[b_{1}(\xi, \mu, \zeta)\right]^{2}\right.\right.} \\
& \left.\left.-a_{1}(\xi) c_{1}(\xi, \mu, \zeta)\right\}^{1 / 2}\right) \tag{21}
\end{align*}
$$

From Eqs. (19), (13), (14), and (15) we see that $b_{1}(h(0, \mu, \zeta), \mu, \zeta)$

$$
\begin{equation*}
=-4\left[\sqrt{r_{1}(\mu, \zeta)}+\sqrt{r_{1}^{\prime}(\mu, \zeta)}\right] \sqrt{r_{1}(\mu, \zeta)} \sqrt{r_{1}^{\prime}(\mu, \zeta)} l_{1}(\mu, \zeta) \tag{22}
\end{equation*}
$$

where $l_{1}(\mu, \zeta)$ is given in Eq. (17). Since $l_{1}(\mu, \zeta)>0$ when Eq. (10) holds it follows that $\lambda_{+}(h(0, \mu, \zeta), \mu, \zeta)$ $=0 \neq \lambda_{-}(h(0, \mu, \zeta), \mu, \zeta)$ and in fact $\lambda_{+}(\xi, \mu, \zeta)$ is the inverse of the strictly increasing function $h(\lambda, \mu, \zeta)$ on $0 \leqslant \lambda<\infty$. Thus $\lambda_{+}(\xi, \mu, \zeta)$ increases strictly from 0 to $+\infty$ as $\xi$ increases from $h(0, \mu, \zeta)$ to $+\infty$. Similarly for each $\xi \geqslant h(\lambda, 0, \zeta)$, where $\lambda$ and $\zeta$ are fixed and $\geqslant 0$, the quadratic equation in $\mu$

$$
U(\xi, \lambda, \mu, \zeta)=0
$$

has two real roots, $\mu_{ \pm}(\xi, \lambda, \xi)$ given by the right-hand side of Eq. (21) with $\mu \rightarrow \lambda, 1 \rightarrow 2$. The root $\mu_{+}(\xi, \lambda, \zeta)$ is the inverse of the strictly increasing function $h(\lambda, \mu, \zeta)$ on $0 \leqslant \mu<\infty$. Further, for each $\xi \geqslant h(\lambda, \mu, 0)$, where $\lambda$ and $\mu$ are fixed and $\geqslant 0$, the quadratic equation in $\zeta$

$$
U(\xi, \lambda, \mu, \zeta)=0
$$

has two real roots, $\zeta_{ \pm}(\xi, \lambda, \mu)$ given by the right-hand side of Eq. (21) with $\mu \rightarrow \lambda, \zeta \rightarrow \mu, 1 \rightarrow 3$. Again $\zeta_{+}(\xi, \lambda, \mu)$ is the inverse of the strictly increasing function $h(\lambda, \mu, \zeta)$ on $0 \leqslant \zeta<\infty$.

## 5. REVERSAL OF ORDER OF INTEGRATION

Since Eq. (10) holds, we showed in Sec. 3 that $h_{\lambda}(0, \mu, \zeta)>0$ for all $\mu \geqslant 0, \zeta \geqslant 0$ and so from Sec. 4 , $\lambda_{+}(\xi, \mu, \zeta)$ is the inverse of the strictly increasing function $h(\lambda, \mu, \zeta)$ on $0 \leqslant \lambda<\infty$ for each $\mu \geqslant 0, \zeta \geqslant 0$. Thus Eq. (11) can be written

$$
\begin{align*}
I\left(x_{i}\right)= & 2 E F \lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial K^{2}} \int_{\epsilon}^{\infty} \frac{d \zeta}{\zeta} \int_{0}^{\infty} \frac{d \mu}{\mu} \\
& \times \lim _{\delta \leqslant 0} \frac{\partial}{\partial x_{2}} \int_{h(\delta, u, \zeta)}^{\infty} \frac{d \xi}{\xi-x_{1}} \Lambda(\xi, \delta, \mu, \zeta) \tag{23}
\end{align*}
$$

where
$\Lambda(\xi, \delta, \mu, \zeta)$

$$
\begin{equation*}
=\int_{6}^{\lambda_{+}(\xi, u, \xi)} \frac{d \lambda}{\lambda\left[a_{1}(\xi) \lambda^{2}+2 b_{1}(\xi, \mu, \zeta) \lambda+c_{1}(\xi, \mu, \zeta)\right]^{1 / 2}} * \tag{24}
\end{equation*}
$$

Note that $h(\delta, \mu, \zeta), b_{1}(\xi, \mu, \zeta), \lambda_{+}(\xi, \mu, \zeta)$, and $\Lambda(\xi, \delta, \mu, \zeta)$ depend on $x_{2}$.

Now since for fixed $\xi \geqslant 0, \mu_{+}(\xi, 0, \zeta)$ is the inverse of the strictly increasing function $h(0, \mu, \zeta)$ on $0 \leqslant \mu<\infty$, the argument of Sec. 6 of I can be used to show that

$$
\begin{equation*}
I\left(x_{i}\right)=\lim _{\epsilon \rightarrow 0} \frac{\partial}{\partial K^{2}} \int_{\epsilon}^{\infty} \frac{d \zeta}{\zeta} \int_{h(0,0, \zeta)}^{\infty} \frac{d \xi}{\xi-x_{1}} X(\xi, \zeta) \tag{25}
\end{equation*}
$$

where
$X(\xi, \zeta)=\frac{16 E F G H v(\xi)}{\left[c_{2}(\xi, 0, \zeta)\right]^{1 / 2}} \int_{0}^{1} \frac{d u\left(l u^{2}-m\right)}{\left(l u^{2}-m\right)^{2}+4 n u^{2}}$.
Here

$$
\begin{align*}
& l=\left[\mu_{-}(\xi, 0, \zeta)\right]^{-1} b_{1}\left(\xi, \mu_{-}(\xi, 0, \zeta), \zeta\right) \\
& m=\left[\mu_{+}(\xi, 0, \zeta)\right]^{-1} b_{1}\left(\xi, \mu_{+}(\xi, 0, \zeta), \zeta\right) \\
& n=-a_{1}(\xi)\left[c_{2}(\xi, 0, \zeta)\right]^{-1}\left\{\left[b_{2}(\xi, 0, \zeta)\right]^{2}-a_{2}(\xi) c_{2}(\xi, 0, \zeta)\right\} \tag{27}
\end{align*}
$$

Since from Eq. (18) $c_{1}(\xi, 0, \zeta)=c_{2}(\xi, 0, \zeta)$, we have

$$
\begin{align*}
l m-n= & {\left[c_{2}(\xi, 0, \zeta)\right]^{-2}\left(\left[\bar{G}\left(\xi, x_{2}, \zeta\right)\right]^{2}\right.} \\
& -\left\{\left[b_{1}(\xi, 0, \zeta)\right]^{2}-a_{1}(\xi) c_{1}(\xi, 0, \zeta)\right\} \\
& \left.\times\left\{\left[b_{2}(\xi, 0, \zeta)\right]^{2}-a_{2}(\xi) c_{2}(\xi, 0, \zeta)\right\}\right) \\
= & {\left[c_{2}(\xi, 0, \zeta)\right]^{-1} \bar{F}\left(\xi, x_{2}, \zeta\right) } \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{G}\left(\xi, x_{2}, \zeta\right)=-\left[\beta\left(\xi, x_{2}\right) c_{2}(\xi, 0, \zeta)-b_{1}(\xi, 0, \zeta) b_{2}(\xi, 0, \zeta)\right] \tag{29}
\end{equation*}
$$

and
$\bar{F}\left(\xi, x_{2}, \zeta\right)=\left[\beta\left(\xi, x_{2}\right)\right]^{2} c_{2}(\xi, 0, \zeta)-2 \beta\left(\xi, x_{2}\right) b_{1}(\xi, 0, \zeta) b_{2}(\xi, 0, \zeta)$
$+\left[b_{1}(\xi, 0, \zeta)\right]^{2} a_{2}(\xi)+\left[b_{2}(\xi, 0, \zeta)\right]^{2} a_{1}(\xi)-a_{1}(\xi) a_{2}(\xi) c_{2}(\xi, 0, \zeta)$
$=16 G^{2} H^{2}[v(\xi)]^{2} c_{2}(\xi, 0, \zeta)\left[x_{2}-f_{+}(\xi, \zeta)\right]\left[x_{2}-f_{-}(\xi, \zeta)\right]$.
Here

$$
\begin{align*}
f_{ \pm}(\xi, \zeta)= & {\left[4 G H v(\xi) c_{2}(\xi, 0, \zeta)\right]^{-1}\left(-4 G H c_{2}(\xi, 0, \zeta)(E a-F b)\right.} \\
& \times\left(E c-F X_{4}\right)+b_{1}(\xi, 0, \zeta) b_{2}(\xi, 0, \zeta) \pm\left\{\left[b_{1}(\xi, 0, \zeta)\right]^{2}\right. \\
& \left.-a_{1}(\xi) c_{1}(\xi, 0, \zeta)\right\}^{1 / 2} \\
& \left.\times\left\{\left[b_{2}(\xi, 0, \zeta)\right]^{2}-a_{2}(\xi) c_{2}(\xi, 0, \zeta)\right\}^{1 / 2}\right) \tag{31}
\end{align*}
$$

and the argument of Sec. 5 of I (or of VF) shows that

$$
\begin{align*}
& {\left[b_{1}(\xi, 0, \zeta)\right]^{2}-a_{1}(\xi) c_{1}(\xi, 0, \zeta)>0}  \tag{32}\\
& {\left[b_{2}(\xi, 0, \zeta)\right]^{2}-a_{2}(\xi) c_{2}(\xi, 0, \zeta)>0}
\end{align*}
$$

for $\xi \geqslant h(0,0, \zeta)$. Further since $c_{2}(\xi, 0, \zeta)>0$ for $\xi>h(0,0, \zeta)$ it follows from Sec. 6 of I that

$$
\begin{equation*}
X(\xi, \zeta)=8 E F G H v(\xi) \int_{f_{+}(t, \zeta)}^{\infty} \frac{d \eta}{\left(\eta-x_{2}\right)[\bar{F}(\xi, \eta, \zeta)]^{1 / 2}} \tag{33}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\bar{F}\left(\xi, x_{2}, 0\right)=64 E^{2} F^{2} G^{2} H^{2}[v(\xi)\}^{2} F\left(\xi, x_{2}\right) \tag{34}
\end{equation*}
$$

where $F\left(\xi, x_{2}\right)$ is given in Eq. (A1) (and in Eq. (I-12) with $\eta \rightarrow x_{2}, d \rightarrow X_{4}$ ).

Now since, as shown in Sec. $4, \zeta_{+}(\xi, 0,0)$ is the inverse of the strictly increasing function $h(0,0, \xi)$ on $0 \leqslant \zeta<\infty$ we find on inserting Eq. (33) into Eq. (25) and reversing the order of the $\zeta$ and $\xi$ integrations that

$$
\begin{align*}
I\left(x_{i}\right) & =\lim _{\epsilon เ 0} \frac{\partial}{\partial K^{2}} \int_{h(0,0, \epsilon)}^{\infty} \frac{d \xi}{\xi-x_{1}} \int_{\epsilon}^{\zeta+(\epsilon, 0,0)} \frac{d \xi}{\zeta} \\
& \times \int_{f_{+}(\xi, \zeta)}^{\infty} \frac{d \eta}{\eta-x_{2}} \frac{8 E F G H v(\xi)}{[\vec{F}(\xi, \eta, \zeta)]^{1 / 2}} \tag{35}
\end{align*}
$$

Note that $h(0,0, \epsilon), \zeta_{+}(\xi, 0,0)$, and $\bar{F}(\xi, \eta, \zeta)$ depend on $K^{2}$ through Eqs. (4) and (9).

## 6. STUDY OF $f_{+}(\xi, \zeta)$

To reverse the order of the $\zeta$ and $\eta$ integrations in Eq. (35), we need to examine the function $f_{+}(\xi, \zeta)$ for $\xi \geqslant 1,0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$. First we examine the behavior of $f_{+}(\xi, \zeta)$ as $\zeta \uparrow \zeta_{+}(\xi, 0,0)$ with $\xi$ fixed and $\geqslant 1$. We showed in Sec. 3 that when Eq. (10) holds, $l_{1}(0, \zeta)>0$ and thus from Eq. (22)

$$
\begin{equation*}
b_{1}\left(\xi, 0, \zeta_{+}(\xi, 0,0)\right)<0 \tag{36}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
b_{2}\left(\xi, 0, \zeta_{+}(\xi, 0,0)\right)<0 \tag{37}
\end{equation*}
$$

and hence from Eqs. (18) and (31) and the fact that

$$
\begin{equation*}
v(\xi)>0 \tag{38}
\end{equation*}
$$

for $\xi \geqslant 1$ it follows that $f_{+}(\xi, \xi) \rightarrow+\infty$ as $\xi 4 \xi_{+}(\xi, 0,0)$.
Next, from Eq. (31) we see that the derivative of $f_{*}(\xi, \zeta)$ with respect to $\zeta$ is

$$
\begin{align*}
f_{+\zeta}(\xi, \zeta)= & {[4 G H v(\xi)]^{-1}\left[c_{2}(\xi, 0, \zeta)\right]^{-2} } \\
& \times\left(-b_{1}(\xi, 0, \zeta)\left\{b_{2}(\xi, 0, \zeta)\right]^{2}-a_{2}(\xi) c_{2}(\xi, 0, \zeta)\right\}^{1 / 2} \\
& \left.-b_{2}(\xi, 0, \zeta)\left\{\left[b_{1}(\xi, 0, \zeta)\right]^{2}-a_{1}(\xi) c_{1}(\xi, 0, \zeta)\right\}^{1 / 2}\right) \\
& \times L(\xi, \zeta) \tag{39}
\end{align*}
$$

where

$$
\begin{align*}
& \left.L(\xi, \zeta)=[Q(\xi, \zeta) / \sqrt{R(\xi, \zeta)}]+\left[Q^{\prime}(\xi, \zeta) / \sqrt{R^{\prime}(\xi, \zeta}\right)\right]  \tag{40}\\
& Q(\xi, \zeta)=\zeta\left(a_{3} b_{1}-\gamma b_{3}\right)+\left(b_{3} b_{1}-\gamma c_{3}\right) \\
& Q^{\prime}(\xi, \zeta)=\zeta\left(a_{3} b_{2}-\delta b_{3}\right)+\left(b_{3} b_{2}-\delta c_{3}\right) \\
& R(\xi, \zeta)=\zeta^{2}\left(\gamma^{2}-a_{3} a_{1}\right)+2 \zeta\left(\gamma b_{1}-a_{1} b_{3}\right)+b_{1}^{2}-a_{1} c_{1} \\
& R^{\prime}(\xi, \zeta)=\zeta^{2}\left(\delta^{2}-a_{3} a_{2}\right)+2 \zeta\left(\delta b_{2}-a_{2} b_{3}\right)+b_{2}^{2}-a_{2} c_{2} \tag{41}
\end{align*}
$$

In Eq. (41) $a_{1}$ has been written for $a_{1}(\xi), c_{1}$ for $c_{1}(\xi, 0,0)$, $\gamma$ for $\gamma\left(\xi,-X_{3}\right)$ etc. where these quantities are defined in Eqs. (19) and (20). From Eq. (36) together with the facts that $b_{1} \equiv b_{1}(\xi, 0,0)<0$ when Eq. (10) holds and $b_{1}(\xi, 0, \zeta)$ is linear in $\zeta$ it follows that

$$
\begin{equation*}
b_{1}(\xi, 0, \zeta)<0 \tag{42}
\end{equation*}
$$

for all $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$. Similarly

$$
\begin{equation*}
b_{2}(\xi, 0, \zeta)<0 \tag{43}
\end{equation*}
$$

for all $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$. Thus the term in boldface parentheses in Eq. (39) is always positive and $f_{+\zeta}(\xi, \zeta)$ vanishes if and only if $L(\xi, \zeta)$ vanishes.

Now

$$
\begin{align*}
& \left(b_{3}^{2}-a_{3} c_{3}\right) R(\xi, \zeta)=Q^{2}(\xi, \zeta)-c_{2}(\xi, 0, \zeta) C_{2}\left(\xi,-X_{3}\right) \\
& \left(b_{3}^{2}-a_{3} c_{3}\right) R^{\prime}(\xi, \zeta)=Q^{\prime 2}(\xi, \zeta)-c_{2}(\xi, 0, \zeta) C_{3}(\xi,-e) \tag{44}
\end{align*}
$$

where $\left(b_{3}^{2}-a_{3} c_{3}\right)>0$ for $\xi \geqslant 1$,

$$
\begin{align*}
& C_{2}\left(\xi,-X_{3}\right)=c_{3}\left(\gamma^{2}-a_{1} a_{3}\right)+b_{1}^{2} a_{3}+b_{3}^{2} a_{1}-2 \gamma b_{1} b_{3} \\
& C_{3}(\xi,-e)=c_{3}\left(\delta^{2}-a_{2} a_{3}\right)+b_{2}^{2} a_{3}+b_{3}^{2} a_{2}-2 \delta b_{2} b_{3} \tag{45}
\end{align*}
$$

and $c_{2}(\xi, 0, \zeta)>0$ for $\xi>1,0 \leqslant \zeta<\zeta_{+}(\xi, 0,0)$. In Eqs. (44) and (45) the abbreviations described after Eq. (41) have again been used. The argument of Sec. 4 of VF then shows that $f_{+}\left(\xi, \zeta_{0}(\xi)\right)=0$ with $0 \leqslant \zeta_{0}(\xi)<\zeta_{+}(\xi, 0,0)$ if and only if
(i) $C_{2}\left(\xi,-X_{3}\right)<0, \quad C_{3}(\xi,-e)<0$
and
(ii) $\left.Q\left(\xi, \zeta_{0}(\xi)\right) / \sqrt{-C_{2}\left(\xi,-X_{3}\right.}\right)=-Q^{\prime}\left(\xi, \zeta_{0}(\xi)\right) / \sqrt{C_{3}(\xi,-\xi)}$
solves to give $0 \leqslant \zeta_{0}(\xi)<\zeta_{+}(\xi, 0,0)$. Thus, for fixed $\xi \geqslant 1 f_{+}(\xi, \zeta)$ is strictly increasing on $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$ if and only if $L(\xi, 0)>0$ or
$\frac{G_{2}\left(\xi,-X_{3}\right)}{\left[\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right]^{1 / 2}}+\frac{G_{3}(\xi,-e)}{\left[\xi^{2}+2 c X_{4} \xi+c^{2}+X_{4}^{2}-1\right]^{1 / 2}}>0$,
where $G_{2}\left(\xi,-X_{3}\right)$ and $G_{3}(\xi,-e)$ are given by Eqs. (A13) and (A14). When Eq. (10) holds we see that each of the two terms in Eq. (48) is positive and hence $f_{+}(\xi, \zeta)$ increases strictly on $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$ for fixed $\xi \geqslant 1$.

## 7. SOLUTIONS OF $\bar{F}(\xi, \eta, \zeta)=0$

Next we study the behavior of the zeros of $\bar{F}(\xi, \eta, \zeta)$ when $\xi$ and $\eta$ are held fixed. From Eqs. (30) and (19) we find that

$$
\begin{equation*}
\bar{F}(\xi, \eta, \zeta)=A\left(\xi, \eta ; K^{2}\right) \zeta^{2}+2 B\left(\xi, \eta ; K^{2}\right) \zeta+C(\xi, \eta) \tag{49}
\end{equation*}
$$

where
$A\left(\xi, \eta ; K^{2}\right)=a_{3}\left([\beta(\xi, \eta)]^{2}-a_{1} a_{2}\right)+\gamma^{2} a_{2}+\delta^{2} a_{1}-2 \beta(\xi, \eta) \gamma \delta$,
$B\left(\xi, \eta ; K^{2}\right)=b_{3}\left([\beta(\xi, \eta))^{2}-a_{1} a_{2}\right)+b_{1} \gamma a_{2}+b_{2} \delta a_{1}-\beta(\xi, \eta) b_{1} \delta$ $-\beta(\xi, \eta) b_{2} \gamma$,
$C(\xi, \eta)=c_{3}\left([\beta(\xi, \eta)]^{2}-a_{1} a_{2}\right)+b_{1}^{2} a_{2}+b_{2}^{2} a_{1}-2 \beta(\xi, \eta) b_{1} b_{2}$.
The abbreviations described after Eq. (41) have again been used except for $\beta(\xi, \eta)$, which is the only term that depends on $\eta$.

The discriminant of the quadratic function of $\zeta$ in Eq . (49) is

$$
\begin{align*}
{\left[B\left(\xi, \eta ; K^{2}\right)\right]^{2} } & -A\left(\xi, \eta ; K^{2}\right) C(\xi, \eta)=\left(\{\beta(\xi, \eta)\}^{2}-a_{1} a_{2}\right) \\
& \times\left(\left(b_{3}^{2}-a_{3} c_{3}\right)\{\beta(\xi, \eta)]^{2}-a_{1} a_{2}\right\} \\
& +2\left[-b_{3}\left(b_{1} \delta+b_{2} \gamma\right)+a_{3} b_{2} b_{2}+c_{3} \gamma \delta\right] \beta(\xi, \eta) \\
& +\left(b_{1} \delta-b_{2} \gamma\right)^{2}+2 b_{3}\left(b_{1} \gamma a_{2}+b_{2} \delta a_{1}\right) \\
& \left.-c_{3}\left(\gamma^{2} a_{2}+\delta^{2} a_{1}\right)-a_{3}\left(b_{1}^{2} a_{2}+b_{2}^{2} a_{1}\right)\right) \tag{51}
\end{align*}
$$

and the term in boldface parentheses vanishes when

$$
\begin{align*}
\beta(\xi \cdot \eta)= & \left(b_{3}^{2}-a_{3} c_{3}\right)^{-1}\left\{b_{3}\left(b_{1} \delta+b_{2} \gamma\right)-a_{3} b_{1} b_{2}-c_{3} \gamma \delta\right. \\
& \left. \pm\left[C_{2}\left(\xi,-X_{3}\right) C_{3}(\xi,-e)\right]^{1 / 2}\right\} \tag{52}
\end{align*}
$$

giving $\eta=\dot{p}_{ \pm}\left(\xi ; K^{2}\right)$, with $p_{ \pm}\left(\xi ; K^{2}\right)$ defined in Eq. (A6). The terms $C_{2}\left(\xi,-X_{3}\right)$ and $C_{3}(\xi,-e)$ are defined in Eq. (45). Thus
$\left[B\left(\xi, \eta ; K^{2}\right)\right]^{2}-A\left(\xi, \eta ; K^{2}\right) C(\xi, \eta)$
$\left.=\{\beta(\xi, \eta)]^{2}-a_{1} a_{2}\right\}(16)^{2} E^{2} F^{2} G^{2} H^{2} K^{2}[v(\xi)]^{3} P\left(\xi, \eta ; K^{2}\right)$,
where

$$
\begin{align*}
P\left(\xi, \eta ; K^{2}\right)= & \left(\xi^{2}+2 d X_{5} \xi+d^{2}+X_{5}^{2}-1\right)\left(\eta-p_{+}\left(\xi ; K^{2}\right)\right) \\
& \times\left(\eta-p_{-}\left(\xi ; K^{2}\right)\right) . \tag{54}
\end{align*}
$$

The discriminant in Eq. (53) is always nonnegative sinc the inverse of $f_{+}(\xi, \zeta)$ is real. To show that it is in fact positive we note first that when Eq. (10) holds

$$
\begin{equation*}
\left.\{\beta(\xi, \eta)]^{2}-a_{1}(\xi) a_{2}(\xi)\right\}>0 \tag{55}
\end{equation*}
$$

for all $\zeta \geqslant 1, \eta \geqslant f_{+}(\xi, 0)$ [or equivalently for $\eta \geqslant 1$, $\xi \geqslant g_{+}(\eta)$ where $g_{+}(\eta)$, defined in Eq. (A3) and in Eq. (I-36) with $d \rightarrow X_{4}$, is the inverse of $\left.f_{+}(\xi, 0)\right]$. Establishing Eq. (55) is straightforward but tedious. Secondly in Appendix A we show that either $p_{ \pm}\left(\xi ; K^{2}\right)$ are complex conjugates or

$$
\begin{equation*}
p_{-}\left(\xi ; K^{2}\right) \leqslant p_{+}\left(\xi ; K^{2}\right)<f_{+}(\xi, 0), \tag{56}
\end{equation*}
$$

for $\xi \geqslant 1$. Thus, since the first factor in Eq. (54) is positive when Eq. (10) holds and Eq. (38) is satisfied it follows that $P\left(\xi, \eta ; K^{2}\right)$ and hence the right-hand side of Eq. (53) is in fact positive for $\xi \geqslant 1, \eta \geqslant f_{+}(\xi, 0)$.

The two real solutions of

$$
\begin{equation*}
\bar{F}(\xi, \eta, \zeta)=0 \tag{57}
\end{equation*}
$$

are

$$
\begin{align*}
& \zeta_{a}\left(\xi, \eta ; K^{2}\right) \\
&= {\left[A\left(\xi, \eta ; K^{2}\right)\right]^{-1}\left(-B\left(\xi, \eta ; K^{2}\right) \mp\left\{\left[B\left(\xi, \eta ; K^{2}\right)\right]^{2}\right.\right.} \\
&\left.\left.-A\left(\xi, \eta ; K^{2}\right) C(\xi, \eta)\right\}^{1 / 2}\right) \tag{58}
\end{align*}
$$

Now from Eqs. (30) and (49) it follows that

$$
\begin{equation*}
C\left(\xi, f_{+}(\xi, 0)\right)=0 \tag{59}
\end{equation*}
$$

and from Eqs. (50), (40), (41), (42), and (43)
$B\left(\xi, f_{+}(\xi, 0) ; K^{2}\right)$
$=\left[c_{3}\right]^{-2}\left\{b_{1}\left(R^{\prime}(\xi, 0)\right)^{-1 / 2}+b_{2}(R(\xi, 0))^{-1 / 2}\right\} L(\xi, 0)<0$.
Thus

$$
\zeta_{a}\left(\xi, f_{+}(\xi, 0) ; K^{2}\right)=0 \neq \zeta_{b}\left(\xi, f_{+}(\xi, 0) ; K^{2}\right)
$$

and also as $\eta \rightarrow+\infty$

$$
\zeta_{a}\left(\xi, f_{+}(\xi, 0) ; K^{2}\right) \sim \zeta_{ \pm}(\xi, 0,0)
$$

where $\zeta_{ \pm}(\xi, 0,0)$ are defined by the right-hand side of Eq. (21) with $1 \rightarrow 3, \mu \rightarrow 0, \zeta \rightarrow 0$. It now follows that $\zeta_{a}\left(\xi, \eta ; K^{2}\right)$ is the inverse of the strictly increasing function $f_{+}(\xi, \zeta)$ on $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$. Hence $\zeta_{a}\left(\xi, \eta, K^{2}\right)$ increases from 0 to $\zeta_{+}(\xi, 0,0)$ as $\eta$ increases from $f_{+}(\xi, 0)$ to $+\infty$.

## 8. SPECTRAL REPRESENTATION OF THE PENTAGON DIAGRAM AMPLITUDE

Since for fixed $\xi \geqslant 1 f_{+}(\xi, \zeta)$ is strictly increasing on $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$ and $\zeta_{a}\left(\xi, \eta ; K^{2}\right)$ is the inverse of $f_{+}(\xi, \zeta)$ on $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$, Eq. (35) can be written

$$
\begin{align*}
I\left(x_{i}\right)= & \lim _{\epsilon \in 0} \frac{\partial}{\partial K^{2}} \int_{h\left(0,0, \epsilon ; K^{2}\right)}^{\infty} \frac{8 E F G H v(\xi) d \xi}{\xi-x_{1}} \int_{f_{+}\left(\xi, \epsilon ; K^{2}\right)}^{\infty} \frac{d \eta}{\eta-x_{2}} \\
& \times \Gamma\left(\xi, \eta, \epsilon ; K^{2}\right) \tag{61}
\end{align*}
$$

where

$$
\begin{aligned}
& \Gamma\left(\xi, \eta, \epsilon ; K^{2}\right) \\
& \quad=\int_{\epsilon}^{\zeta_{a}\left(\xi, \eta ; K^{2}\right)} \frac{d \xi}{\zeta\left[A\left(\xi, \eta ; K^{2}\right) \zeta^{2}+2 B\left(\xi, \eta ; K^{2}\right) \zeta+C(\xi, \eta)\right]^{1 / 2}}
\end{aligned}
$$

and $A\left(\xi, \eta ; K^{2}\right), B\left(\xi, \eta ; K^{2}\right)$, and $C(\xi, \eta)$ are given in Eq. (50). Note that in Eq. (61) $h(0,0, \epsilon)$ and $f_{+}(\xi, \epsilon)$ depend on $K^{2}$. From Eqs. (30) and (49) and the fact that $f_{+}(\xi, \zeta)$ is strictly increasing on $0 \leqslant \zeta \leqslant \zeta_{+}(\xi, 0,0)$ we have $C(\xi, \eta)>0$ for $\xi>1, \eta>f_{+}(\xi, 0)$. The integration in Eq. (61) can then be performed (c.f. Sec. 5 of VF) to give

$$
\begin{align*}
& \Gamma\left(\xi, \eta, \epsilon ; K^{2}\right)=[C(\xi, \eta)]^{-1 / 2} \\
& \times \ln \frac{C(\xi, \eta)+\epsilon B\left(\xi, \eta ; K^{2}\right)+[C(\xi, \eta)]^{1 / 2}\left[\bar{F}\left(\xi, \eta, \epsilon ; K^{2}\right)\right]^{1 / 2}}{\left.\epsilon\left\{B\left(\xi, \eta ; K^{2}\right)\right]^{2}-A\left(\xi, \eta ; K^{2}\right) C(\xi, \eta)\right\}^{1 / 2}} \tag{63}
\end{align*}
$$

The method of differentiating with respect to $K^{2}$ and taking the limit $\epsilon \downarrow 0$ is now very similar to that given in Sec. 6 (and 7) of I and in Ref. 11. We find that

$$
\begin{align*}
I\left(x_{i}\right)= & \int_{1}^{\infty} \frac{d \xi}{\xi-x_{1}} \int_{f_{+}(\xi, 0)}^{\infty} \frac{d \eta}{\eta-x_{2}} \frac{8 E F G H v(\xi)}{[C(\xi, \eta)]^{1 / 2}} \\
& \times \frac{\left(-\frac{1}{2}\right)\left(\partial / \partial K^{2}\right)\left\{\left[B\left(\xi, \eta ; K^{2}\right)\right]-A\left(\xi, \eta ; K^{2}\right) C(\xi, \eta)\right\}}{\left\{\left[B\left(\xi, \eta ; K^{2}\right)\right]^{2}-A\left(\xi, \eta ; K^{2}\right) C(\xi, \eta)\right\}}
\end{align*}
$$

From Eqs. (8) and (19) it follows that the factor
$\left\{[\beta(\xi, \eta)]^{2}-a_{1} a_{2}\right\}[v(\xi)]^{3}$ in Eq. (53) does not depend on $K^{2}$. Thus

$$
\begin{align*}
I\left(x_{i}\right)= & -\frac{1}{2} \int_{1}^{\infty} \frac{d \xi}{\xi-x_{1}} \int_{f_{+}(\xi)}^{\infty} \frac{d \eta}{\eta-x_{2}} \frac{1}{\sqrt{F(\xi, \eta)}} \\
& \times \frac{\left(\partial / \partial K^{2}\right)\left[K^{2} P\left(\xi, \eta ; K^{2}\right)\right]}{K^{2} P\left(\xi, \eta ; K^{2}\right)} \\
= & -\frac{1}{2} \int_{1}^{\infty} \frac{d \xi}{\xi-x_{1}} \int_{f_{+}(\xi)}^{\infty} \frac{d \eta}{\eta-x_{2}} \frac{1}{\sqrt{F(\xi, \eta)}} \\
& \times \frac{\left(\partial / \partial K^{2}\right) \tilde{P}\left(\xi, \eta ; K^{2}\right)}{\tilde{P}\left(\xi, \eta ; K^{2}\right)} \tag{65}
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{P}\left(\xi, \eta ; K^{2}\right)=32 E^{2} F^{2} G^{2} H^{2} K^{2} P\left(\xi, \eta ; K^{2}\right) \tag{66}
\end{equation*}
$$

and $P\left(\xi, \eta ; K^{2}\right)$ is given in Eq. (54). The functions $f_{+}(\xi)$ ( $\equiv f_{+}(\xi, 0)$ ) and $F(\xi, \eta)$ are defined in Eqs. (A2) and (A1) [and in Eqs. (I-11) and (I-12) with $d \rightarrow X_{4}$ ]. Their properties are studied in detail in Sec. 8 of I. Note that the relationship between $\widetilde{P}\left(\xi, \eta ; K^{2}\right)$ and $P\left(\xi, \eta ; K^{2}\right)$ is similar to that between $\widetilde{F}(v, w)$ and $F(\xi, \eta)$ in Eq. (I-12); that is, $\widetilde{P}\left(\xi, \eta ; K^{2}\right)$ would be the function we would choose to describe the leading Landau curve of the pentagon diagram
amplitude had we been working directly in the masses and kinematic invariants rather than in the related quantities in Eqs. (4) and (9).

As discussed in Sec. 2, while Eq. (10) can be satisfied with physical invariants for sufficiently large internal masses, the spectral representation in Eq. (65) does not in general correspond to the physical amplitude since for the physical amplitude associated with the pentagon diagram in Fig. $1 X_{1}, X_{4}$, and $X_{5}$ would in general be negative. To obtain the physical amplitude one might then start with Eq. (65) and do an analytic continuation in $X_{1}, X_{4}$, and $X_{5}$. Continuation in $x_{1}\left(=-X_{1}\right)$ (and also in $x_{2}$ ) is straightforward since $x_{1}$ occurs only in the Cauchy kernel. The continuation in $X_{4}$ and $X_{5}$ is much more difficult since $F(\xi, \eta)$ depends on $X_{4}$ and $P\left(\xi, \eta ; K^{2}\right)$ depends on both $X_{4}$ and $X_{5}$. The inner integration in Eq. (65) can, of course, be carried out, for example by using real and, if $p_{ \pm}\left(\xi ; K^{2}\right)$ are complex, complex partial fractions, to give a single integral representation of $I\left(x_{i}\right)$. Thus in principle it should be possible to generalize the method of analytic continuation used in II to apply to the pentagon diagram amplitude. In this way it should be possible to determine directly how and when complex triangle, box and pentagon singularities occur, resulting in a breakdown of even a single dispersion integral over a real domain. For the general mass case that we have been considering in this paper this would be a very difficult problem because of the increased number of singularities and their more complicated behavior. However, it is likely that this program can be carried out for some specific processes of physical interest. The method used in II could in principle also be generalized to obtain $I\left(x_{i}\right)$ for the case when the stability conditions $a, b, c, d, e>-1$, rather than just $a, b, c, d, e>0$, hold.

Finally we compare our spectral representation in Eq. (65) with that given in Eq. (23) of Ref. 6. First note that $I\left(x_{i}\right)$ given in Eq. (65) is real and well defined since $f_{+}(\xi)$ is real when Eq. (10) holds and, from Eqs. (A1) and (A10), $F(\xi, \eta)>0$ for $\xi>1, \eta>f_{+}(\xi)$ and $P\left(\xi, \eta ; K^{2}\right)>0$ for $\xi \geqslant 1, \eta \geqslant f_{+}(\xi)$. Further for fixed $\xi$ both $F(\xi, \eta)$ and $P\left(\xi, \eta ; K^{2}\right)$ are quadratic functions of $\eta$ and for fixed $\eta$ they are quadratic functions of $\xi$. In comparison, in Eq. (23) of Ref. 6 it is assumed that $p_{ \pm}\left(\xi ; K^{2}\right)$ are always real whereas we show in Appendix A that they can in fact be complex for the case considered there. More important, the spectral representation in Eq. (23) of Ref. 6 is divergent, that is, infinity is obtained when the integration is carried out.

## APPENDIX A

We collect here a number of results involving the various functions needed in the main body of the paper. It is assumed throughout that Eq. (10) holds. From Eqs. (34) and (30),

$$
\begin{align*}
F\left(\xi, x_{2}\right) \equiv & F\left(\xi, x_{2} ; a, b, c, X_{4}\right) \\
= & \left(\xi^{2}-1\right)\left(x_{2}^{2}-1\right)-2(\xi-1)\left(x_{2}-1\right)\left(a X_{4}+b c\right) \\
& -2(\xi-1)(a+c)\left(b+X_{4}\right)-2\left(x_{2}-1\right)(a+b)\left(c+X_{4}\right) \\
& +\left(a X_{4}-b c\right)^{2}-\left(a+b+c+X_{4}\right)^{2} \\
= & \left(\xi^{2}-1\right)\left[x_{2}-f_{+}(\xi)\right]\left[x_{2}-f_{-}(\xi)\right] \\
= & \left(x_{2}^{2}-1\right)\left[\xi-g_{+}\left(x_{2}\right)\right]\left[\xi-g_{-}\left(x_{2}\right)\right] \tag{A1}
\end{align*}
$$

where from Eqs. (31) and (19)

$$
\begin{align*}
f_{ \pm}(\xi) & \equiv f_{ \pm}(\xi, 0) \\
& =\left(\xi^{2}-1\right)^{-1}\left[(\xi-1)\left(a X_{4}+b c\right)+(a+b)\left(c+X_{4}\right)\right. \\
& \left. \pm\left(\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right)^{1 / 2}\left(\xi^{2}+2 c X_{4} \xi+c^{2}+X_{4}^{2}-1\right)^{1 / 2}\right] \tag{A2}
\end{align*}
$$

and

$$
\begin{align*}
& g_{t}\left(x_{2}\right)=\left(x_{2}^{2}-1\right)^{-1}\left[\left(x_{2}-1\right)\left(a X_{4}+b c\right)+(a+c)\left(b+X_{4}\right)\right. \\
& \left. \pm\left(x_{2}^{2}+2 a c x_{2}+a^{2}+c^{2}-1\right)^{1 / 2}\left(x_{2}^{2}+2 b X_{4} x_{2}+b^{2}+X_{4}^{2}-1\right)^{1 / 2}\right] . \tag{A3}
\end{align*}
$$

Note also that

$$
\begin{align*}
\left(\xi^{2}-1\right) F\left(\xi, x_{2}\right)= & {\left[G\left(\xi, x_{2}\right)\right]^{2}-\left\{\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right\} } \\
& \times\left\{\xi^{2}+2 c X_{4} \xi+c^{2}+X_{4}^{2}-1\right\}, \tag{A4}
\end{align*}
$$

where

$$
\begin{align*}
G\left(\xi, x_{2}\right) & \equiv G\left(\xi, x_{2} ; a, b, c, X_{4}\right) \\
& =-x_{2}\left(\xi^{2}-1\right)+(\xi-1)\left(a X_{4}+b c\right)+(a+b)\left(c+X_{4}\right) . \tag{A5}
\end{align*}
$$

The above functions (with $X_{4} \rightarrow d, x_{2} \rightarrow y$ ) were also defined in Eqs. (I-12), (I-11), (I-36), and (I-A5) and their properties were discussed in detail in Sec. 8 and Appendix A of I and in Sec. 4 of II.

From Eqs. (52) and (45) we find that

$$
\begin{align*}
p_{ \pm}\left(\xi ; K^{2}\right)= & \left(\xi^{2}+2 d X_{5} \xi+d^{2}+X_{5}^{2}-1\right)^{-1} \\
& \times\left[-E\left(\xi, X_{3}, e\right) \pm\left\{F_{2}\left(\xi,-X_{3}\right) F_{3}(\xi,-e)\right\}^{1 / 2}\right] \tag{A6}
\end{align*}
$$

where

$$
\begin{align*}
& E\left(\xi, X_{3}, e\right) \\
& =\left(\xi^{2}-1\right) e X_{3}+(\xi-1)\left[e\left(a d+b X_{5}\right)+X_{3}\left(c d+X_{4} X_{5}\right)-a X_{4}-b c\right] \\
& \quad+e(a+b)\left(X_{5}+d\right)+X_{3}\left(c+X_{4}\right)\left(X_{5}+d\right)+d^{2} a c+X_{5}^{2} b X_{4} \\
& -X_{5} d\left(b c+a X_{4}\right),
\end{aligned} \quad \begin{aligned}
& \quad F_{2}\left(\xi,-X_{3}\right) \equiv F\left(\xi,-X_{3} ; a, b, X_{5}, d\right),  \tag{A7}\\
& \quad F_{3}(\xi,-e) \equiv F\left(\xi,-e ; c, X_{4}, X_{5}, d\right), \tag{A8}
\end{align*}
$$

with $F\left(\xi, x_{2} ; a, b, c, X_{4}\right)$ given in Eq. (A1).
Since

$$
\left(\xi^{2}+2 d X_{5} \xi+d^{2}+X_{5}^{2}-1\right)>0
$$

the inequality

$$
\begin{equation*}
P\left(\xi, \eta ; K^{2}\right)>0 \tag{A10}
\end{equation*}
$$

will hold for $\xi \geqslant 1, \eta \geqslant f_{+}(\xi)$ if either $p_{t}\left(\xi ; K^{2}\right)$ are complex conjugates or if Eq. (56) holds. That it is possible, when Eq. (10) holds, for $p_{\ddagger}\left(\xi ; K^{2}\right)$ to be either real or complex conjugates depending on the value of $\xi$, where $\xi \geqslant 1$, can be seen as follows. Consider first the case when

$$
\begin{equation*}
0<a, b, X_{5}, d<1, X_{3}>0 . \tag{A11}
\end{equation*}
$$

Then one of the four possible configurations of the curve $\Gamma$ defined by $F_{2}\left(\xi,-X_{3}\right)=0$ is as shown in Fig. 1 of II with $\eta \rightarrow-X_{3}$. We see that $F_{2}\left(\xi,-X_{3}\right)$ may be positive, zero or negative depending on the values of $\xi$ and $X_{3}$. When $a, b, X_{5}, d$ are no longer restricted to be less than 1 , then there are more different configurations of $\Gamma$.

Examples of the possible configurations of $\Gamma$ are sketched in Ref. 12. Again $F_{2}\left(\xi,-X_{3}\right)$, and also $F_{3}(\xi,-e)$, may be positive, zero or negative. This statement is still true if the zeros on the right-hand sides of the inequalities in Eq. (10) are replaced by ones, the case initially considered in Ref. 6.
We now have the following cases to consider
(i) $F_{2}\left(\xi,-X_{3}\right) F_{3}(\xi,-e)<0$. Then $p_{t}\left(\xi ; K^{2}\right)$ are complex conjugates and $P\left(\xi, \eta ; K^{2}\right)>0$;
(ii) $F_{2}\left(\xi,-X_{3}\right) \geqslant 0, F_{3}(\xi,-e) \geqslant 0$. From Eq. (A7) it follows that

$$
\begin{align*}
& \left(\xi^{2}-1\right) E\left(\xi, X_{3}, e\right)+\left(\xi^{2}+2 d X_{5} \xi+d^{2}+X_{5}^{2}-1\right) \\
& \times\left[(\xi-1)\left(a X_{4}+b c\right)+(a+b)\left(c+X_{4}\right)\right] \\
& \quad=G_{2}\left(\xi,-X_{3}\right) G_{3}(\xi,-e), \tag{A12}
\end{align*}
$$

where

$$
\begin{align*}
& G_{2}\left(\xi,-X_{3}\right) \equiv G\left(\xi,-X_{3} ; a, b, X_{5}, d\right)>0,  \tag{A13}\\
& G_{3}(\xi,-e) \equiv G\left(\xi,-e ; c, X_{4}, X_{5}, d\right)>0, \tag{A14}
\end{align*}
$$

and $G\left(\xi, x_{2} ; a, b, c, X_{4}\right)$ is given in Eq. (A5). Then using two equations similar to Eq. (A4), relating $F_{2}\left(\xi,-X_{3}\right)$ and $G_{2}\left(\xi,-X_{3}\right)$ and relating $F_{3}(\xi,-e)$ and $G_{3}(\xi,-e)$, and defining
$\cosh \kappa_{1}$

$$
\begin{equation*}
=\frac{G_{2}\left(\xi,-X_{3}\right)}{\left(\xi^{2}+2 d X_{5} \xi+d^{2}+X_{5}^{2}-1\right)^{1 / 2}\left(\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right)^{1 / 2}}, \tag{A15}
\end{equation*}
$$

$\cosh \kappa_{2}$

$$
=\frac{G_{3}(\xi,-e)}{\left(\xi^{2}+2 d X_{5} \xi+d^{2}+X_{5}^{2}-1\right)^{1 / 2}\left(\xi^{2}+2 c X_{4} \xi+c^{2}+X_{4}^{2}-1\right)^{1 / 2}}
$$

(A16)
we find that

$$
\begin{align*}
p_{\ddagger}\left(\xi ; K^{2}\right)-f_{+}(\xi)= & \left(\xi^{2}-1\right)^{-1}\left(\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right)^{1 / 2} \\
& \times\left(\xi^{2}+2 c X_{4} \xi+c^{2}+X_{4}^{2}-1\right)^{1 / 2} \\
& \times\left[-1-\cosh \kappa_{1} \cosh \kappa_{2} \pm \sinh \kappa_{1} \sinh \kappa_{2}\right] \\
= & \left(\xi^{2}-1\right)^{-1}\left(\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right)^{1 / 2} \\
& \times\left(\xi^{2}+2 c X_{4} \xi+c^{2}+X_{4}^{2}-1\right)^{1 / 2} \\
& \times\left[-1-\cosh \left(\kappa_{1} \mp \kappa_{2}\right)\right]<0 . \tag{A17}
\end{align*}
$$

Thus Eqs. (56) and (A10) hold.
(iii) $F_{2}\left(\xi,-X_{3}\right)<0, F_{3}(\xi,-e)<0$. In this case we define $\cos \phi_{1}$ by the right-hand side of Eq. (A15) and $\cos \phi_{2}$ by the right-hand side of Eq. (A16). Then

$$
\begin{align*}
& p_{ \pm}\left(\xi ; K^{2}\right)-f_{+}(\xi) \\
& =\left(\xi^{2}-1\right)^{-1}\left(\xi^{2}+2 a b \xi+a^{2}+b^{2}-1\right)^{1 / 2}\left(\xi^{2}+2 c X_{4} \xi+c^{2}\right. \\
& \left.\quad+X_{4}^{2}-1\right)^{1 / 2}\left[-1-\cos \left(\phi_{1} \pm \phi_{2}\right)\right]<0 \tag{A18}
\end{align*}
$$

since the inequalities in Eqs. (A13) and (A14) hold. Again Eqs. (56) and (A10) are valid.
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#### Abstract

The Schrödinger radial equation with inverse fourth-power potential is treated analytically. Solutions in the form of integral representations of the generalized Laplace type are considered. Standard solutions are defined relative to each of the two irregular singular points of the differential equation. The coefficients in the linear relations persisting between any three of the standard solutions are obtained. The expressions for the coefficients, which contain some Taylor and Laurent series and finite determinants, are suitable for electronic computation. From the coefficients the $S$ matrix and the scattering phase shifts may be obtained immediately.


## 1. INTRODUCTION

The inverse fourth-power potential is one of the few singular potentials for which the Schrödinger radial equation can be treated analytically. Several authors ${ }^{1-4}$ have utilized the fact that, by suitable changes of the variables, the Schrödinger equation with this potential can be transformed into the Mathieu equation the properties of which, although complicated, are rather well known. ${ }^{5-9}$ In this way it was possible to derive analytical expressions for the $S$ matrix, the partial wave amplitudes, and the scattering phase shifts. The results have been reviewed recently by Frank, Land, and Spector. ${ }^{10}$

In the present paper the Schrödinger equation with inverse fourth-power potential is considered from a different point of view. Since the Mathieu equation is in some sense a more complicated differential equation than the Schrödinger equation is, we prefer to treat the Schrödinger equation directly. Then we are able to derive in Sec. 2 some of the already known results in a more transparent way than before. ${ }^{10}$ While in Sec. 2 we implicitly use some results from the theory of the Mathieu equation, a more general treatment is presented in Sec. 3 which constitutes the main part of this work. The emphasis is on the fact that we are concerned with a linear differential equation with two irregular singular points of rank one. Accordingly, we consider solutions in the form of integral representations of the generalized Laplace type, thereby modifying and extending the work of Erdélyi. ${ }^{11}$ We find exact expressions for the coefficients in the linear relation between the two fundamental sets of solutions defined relative to the two irregular singular points. These expressions, which contain some Taylor and Laurent series and finite determinants, are shown to be suitable for electronic computation under certain conditions. They may be used to compute the $S$ matrix and the scattering phase shifts.
There is a different method of treating the Schrödinger equation by Fubini and Stroffolini, ${ }^{12}$ which yields the coefficients and the $S$ matrix in terms of infinite determinants.

## 2. MODIFIED DERIVATION OF EARLIER RESULTS

The Schrödinger radial equation with inverse fourthpower potential can be written

$$
\begin{equation*}
y^{\prime \prime}+2 r^{-1} y^{\prime}+\left[k^{2}-l(l+1) r^{2}-\beta^{2} r^{-4}\right] y(r)=0 . \tag{1}
\end{equation*}
$$

Here the potential parameter $\beta$ and the momentum $k$ are real in case of the scattering from a repulsive poten-
tial, and positive integer values of the angular momentum $l$ are particularly important. Equation (1) has two irregular singular points of the same species at zero and infinity. In order to obtain an equation which is more symmetric with respect to interchange of zero and infinity, it is advantageous to extract an appropriate power of $r$ by

$$
\begin{equation*}
y(r)=r^{-1 / 2} f(r) \tag{2}
\end{equation*}
$$

Then $f(r)$ is a solution of the equation

$$
\begin{equation*}
r^{2} f^{\prime \prime}+r f^{\prime}+\left[k^{2} r^{2}-\left(l+\frac{1}{2}\right)^{2}-\beta^{2} r^{-2}\right] f(r)=0 . \tag{3}
\end{equation*}
$$

This equation has power series solutions

$$
\begin{equation*}
f_{\mu}(r)=r^{\mu} \sum_{n=-\infty}^{\infty} c_{2 n}^{\mu} r^{2 n} \tag{4}
\end{equation*}
$$

where the coefficients obey the three-term recurrence relation
$\left[(\mu+2 n)^{2}-\left(l+\frac{1}{2}\right)^{2}\right] c_{2 n}^{\mu}+k^{2} c_{2 n-2}^{\mu}-\beta^{2} c_{2 n+2}^{\mu}=0$
with $n=\cdots,-2,-1,0,1,2, \cdots$. The value of the characteristic index $\mu$ is determined by the requirement that this infinite system of linear equations have a nontrivial solution, i. e., its determinant be zero. If this condition is satisfied by $\mu=\nu$, then it is satisfied by $\mu=-\nu$ too. Consequently, there are two solutions,

$$
\begin{equation*}
f_{+\nu}(r) \text { and } f_{-\nu}(r) \tag{6}
\end{equation*}
$$

which are linearly independent provided that $\nu$ is not an integer. Furthermore, the condition is satisfied if $\mu=\nu+2 m$ with $m=\cdots,-2,-1,0,1,2, \cdots$, but this simply corresponds to a different labeling of the coefficients $c_{2 n}^{\mu}$ with respect to the index $n$ and does not give anything new. The coefficient $c_{0}^{\mu}$ may be chosen arbitrarily, the other coefficients are then defined uniquely. It is sometimes convenient to use the coefficients

$$
\begin{equation*}
C_{2 n}^{\mu}=(i \beta / k)^{n} c_{2 n}^{\mu} \tag{7}
\end{equation*}
$$

which obey the more symmetric recurrence relation

$$
\begin{equation*}
\left[(\mu+2 n)^{2}-\left(l+\frac{1}{2}\right)^{2}\right] C_{2 n}^{\mu}+i \beta k C_{2 n-2}^{\mu}+i \beta k C_{2 n+2}^{\mu}=0 \tag{8}
\end{equation*}
$$

To obtain expressions for these coefficients and the characteristic index $\mu$ is a problem which has been investigated extensively in the context of the Mathieu equation. ${ }^{5-9}$

The representation of the solutions (6) by Eq. (4) is not useful in so far as we cannot infer their behavior for small and large values of the argument $r$. By analogy with the Mathieu equation, we therefore con-
sider four other solutions which are expansions in terms of products of Bessel functions:

$$
\begin{align*}
& f_{+\nu}^{\mathrm{I}}(r)=\left(C_{0}^{+\nu}\right)^{-1} \sum_{n=-\infty}^{\infty}(-1)^{n} C_{2 n}^{+J_{n}}(k r) J_{+\nu+n}\left(\frac{i \beta}{r}\right),  \tag{9a}\\
& f_{-\nu}^{1}(r)=\left(C_{0}^{-\nu}\right)^{-1} \sum_{n=-\infty}^{\infty}(-1)^{n} C_{2 n}^{-\nu} J_{n}(k r) J_{-\nu+n}\left(\frac{i \beta}{r}\right),  \tag{9b}\\
& f_{+\nu}^{\mathrm{II}}(r)=\left(C_{0}^{+\nu}\right)^{-1} \sum_{n=-\infty}^{\infty}(-1)^{n} C_{2 n}^{+\nu} J_{n}\left(\frac{i \beta}{r}\right) J_{+\nu+n}(k r),  \tag{9c}\\
& f_{-\nu}^{I I}(r)=\left(C_{0}^{-\nu}\right)^{-1} \sum_{n=-\infty}^{\infty}(-1)^{n} C_{2 n}^{-\nu} J_{n}\left(\frac{i \beta}{r}\right) J_{-\nu+n}(k r) . \tag{9d}
\end{align*}
$$

That these four functions are solutions of Eq. (3) and the coefficients are the same as in Eq. (8) can be seen if any of Eqs. (9) is inserted into Eq. (3) and the resulting derivatives of the Bessel functions eliminated by means of the Bessel differential equation and the relation

$$
\begin{align*}
2 x y J_{n}^{\prime}(x) J_{\mu+\pi}^{\prime}(y)= & -2 n(\mu+n) J_{n}(x) J_{\mu+n}(y) \\
& +x y\left[J_{n-1}(x) J_{\mu+n=1}(y)+J_{n+1}(x) J_{\mu+n+1}(y)\right] . \tag{10}
\end{align*}
$$

From the properties of the Bessel functions the asymptotic behavior of the solutions (9) can easily be seen when $r \rightarrow 0$ or $r \rightarrow \infty$, respectively:
$f_{+\nu}^{\mathrm{I}}(r) \rightarrow\left(\frac{2 r}{\pi i \beta}\right)^{1 / 2} \cos \left(\frac{i \beta}{r}-\frac{\pi}{2} \nu-\frac{\pi}{4}\right)$,

$$
\begin{equation*}
r \rightarrow 0, \quad-\pi / 2<\arg r-\arg \beta<3 \pi / 2 \tag{11a}
\end{equation*}
$$

$$
\begin{equation*}
f_{\sim \nu}^{\mathrm{I}}(r) \rightarrow\left(\frac{2 r}{\pi i \beta}\right)^{1 / 2} \cos \left(\frac{i \beta}{r}+\frac{\pi}{2} \nu-\frac{\pi}{4}\right), \tag{11b}
\end{equation*}
$$

$$
\begin{gather*}
r \rightarrow 0,-\pi / 2<\arg r-\arg \beta<3 \pi / 2, \\
f_{* \nu}^{\mathrm{II}}(r) \rightarrow\left(\frac{2}{\pi k r}\right)^{1 / 2} \cos \left(k r-\frac{\pi}{2} \nu-\frac{\pi}{4}\right),  \tag{11c}\\
r \rightarrow \infty,-\pi<\arg r+\arg k<\pi \\
f_{\pi \nu}^{\mathrm{II}}(r) \rightarrow\left(\frac{2}{\pi k r}\right)^{1 / 2} \cos \left(k r+\frac{\pi}{2} \nu-\frac{\pi}{4}\right), \tag{11d}
\end{gather*}
$$

$$
r \rightarrow \infty,-\pi<\arg r+\arg k<\pi
$$

When the power series expansions of the Bessel functions are inserted into Eqs. (9), both $f_{\psi \nu}^{1}(r)$ and $f_{-\nu}^{\text {II }}(r)$ are seen to have the form of $r^{-\nu}$ times an even Laurent expansion and therefore are proportional to one another and to the solution $f_{-p}(r)$ of Eq. (4). Similarly, both $f_{-\nu}^{1}(r)$ and $f_{+\nu}^{\mathrm{IL}}(r)$ are proportional to the solution $f_{+\nu}(r)$. Furthermore, we observe by inspection of Eqs. (9) that for $r=X$, where

$$
\begin{equation*}
X=\sqrt{i \beta / k}, \tag{12}
\end{equation*}
$$

the arguments of the Bessel functions become equal, and we have

$$
\begin{align*}
& f_{+\mu}^{\mathrm{I}}(X)=f_{+\nu}^{\mathrm{IL}}(X),  \tag{13a}\\
& f_{-\mu}^{\mathrm{I}}(X)=f_{\nu \nu}^{\mathrm{I}}(X) . \tag{13b}
\end{align*}
$$

Combining these facts, we find

$$
\begin{align*}
& f_{-\nu}^{\mathrm{II}}(r)=R f_{+\nu}^{I}(r),  \tag{14a}\\
& f_{-\nu}^{\mathrm{I}}(r)=R f_{+\nu}^{\mathrm{II}}(r), \tag{14b}
\end{align*}
$$

where, because of Eqs. (13), only one constant

$$
\begin{equation*}
R=f_{\sigma_{\nu}}^{\mathrm{I}}(X) / f_{+\nu}^{\mathrm{II}}(X)=f_{-\nu}^{\mathrm{II}}(X) / f_{+\nu}^{\mathrm{I}}(X) \tag{15}
\end{equation*}
$$

appears. A factor $\exp \left(-i \frac{1}{2} \pi \nu\right)$ may be extracted by

$$
\begin{equation*}
R=\tilde{R} \exp \left(-i \frac{1}{2} \pi \nu\right) \tag{16}
\end{equation*}
$$

so that $\tilde{R}$ is real (if $\beta, k, l$, and $\nu$ are), as can be seen if any of Eqs. (14) is considered for real values of $r$. Explicitly we have from Eq. (15)

$$
\begin{equation*}
R=\frac{C_{0}^{+\nu} \sum_{n=-\infty}^{\infty}(-1)^{n} C_{2}^{\nu} J_{n}(\sqrt{i \beta k}) J_{-\nu+n}(\sqrt{i \beta k})}{C_{0}^{-\nu} \sum_{n=-\infty}^{\infty}(-1)^{n} C_{2 n}^{+\nu} J_{n}(\sqrt{i \beta k}) J_{+\nu+n}(\sqrt{i \beta k})} \tag{17}
\end{equation*}
$$

Taking suitable linear combinations of Eqs. (9a) and (9b) and returning to the original differential equation (1), we define two standard solutions

$$
\begin{equation*}
y^{(1)}(r) \tag{18a}
\end{equation*}
$$

$$
=\left(\frac{\pi \beta}{2 r}\right)^{\mathbf{1} / 2}(\sin \pi \nu)^{-1}\left[\exp \left(+i \frac{\pi}{2} \nu\right) f_{-\nu}^{\mathbf{I}}(r)-\exp \left(-i \frac{\pi}{2} \nu\right) f_{+\nu}^{\mathbf{1}}(r)\right],
$$

$$
\begin{align*}
y^{(2)}(\gamma)= & \left(\frac{\pi \beta}{2 r}\right)^{1 / 2} i(\sin \pi \nu)^{-1}\left[\exp \left(-i \frac{\pi}{2} \nu\right) f_{-\nu}^{\mathrm{I}}(r)\right. \\
& \left.-\exp \left(+i \frac{\pi}{2} \nu\right) f_{+\nu}^{\mathrm{I}}(r)\right], \tag{18b}
\end{align*}
$$

which, according to Eqs. (11a) and (11b), have a simple behavior at the origin,

$$
\begin{align*}
& y^{(1)}(r) \sim \exp (-\beta / r)  \tag{19a}\\
& y^{(2)}(r) \sim \exp (+\beta / r) \tag{19b}
\end{align*}
$$

Using Eqs. (14) and (16) we find the alternative representation

$$
\begin{align*}
y^{(1)}(r)= & \left(\frac{\pi \beta}{2 r}\right)^{1 / 2} \frac{1}{\sin \pi \nu}\left[\tilde{R} f_{* \nu}^{\mathrm{II}}(r)-\tilde{R}^{-1} f_{* \nu}^{\mathrm{II}}(r)\right],  \tag{20a}\\
y^{(2)}(r)= & \left.\frac{\pi \beta}{2 r}\right)^{1 / 2} \frac{1}{\sin \pi \nu} i\left[\tilde{R} \exp (-i \pi \nu) f_{* \nu}^{\mathrm{II}}(r)\right. \\
& \left.-\tilde{R}^{-1} \exp (+i \pi \nu) f_{-\nu}^{\mathrm{II}}(r)\right], \tag{20b}
\end{align*}
$$

from which, by means of Eqs. (11c) and (11d), the behavior at infinity can be found

$$
\begin{align*}
& y^{(1)}(r) \sim\left(\frac{\beta}{k}\right)^{1 / 2} \frac{1}{2 r \sin \pi \nu}\left\{\left[\tilde{R} \exp \left(-i \frac{\pi}{2} \nu\right)-\tilde{R}^{-1} \exp \left(+i \frac{\pi}{2} \nu\right)\right]\right. \\
& \times \exp \left(-i \frac{\pi}{4}\right) \exp (+i k r)+\left[\tilde{R} \exp \left(+i \frac{\pi}{2} \nu\right)\right. \\
&\left.\left.-\tilde{R}^{-1} \exp \left(-i \frac{\pi}{2} \nu\right)\right] \exp \left(+i \frac{\pi}{4}\right) \exp (-i k r)\right\}, \\
& y^{(2)}(r) \sim\left(\frac{\beta}{k}\right)^{1 / 2} \frac{i}{2 r \sin \pi \nu}\left\{\left[\tilde{R} \exp \left(-i \frac{3 \pi}{2} \nu\right)-\tilde{R}^{-1} \exp \left(+i \frac{3 \pi}{2} \nu\right)\right]\right. \\
& \times \exp \left(-i \frac{\pi}{4}\right) \exp (+i k r)+\left[\tilde{R} \exp \left(-i \frac{\pi}{2} \nu\right)\right. \\
&\left.\left.-\tilde{R}^{-1} \exp \left(+i \frac{\pi}{2} \nu\right)\right] \exp \left(+i \frac{\pi}{4}\right) \exp (-i k r)\right\} . \tag{21b}
\end{align*}
$$

The $S$ matrix and the scattering phase shift $\delta$ are defined by

$$
\begin{equation*}
S=\exp (2 i \delta)=-\left(K^{+} / K^{-}\right) \exp (i \pi l), \tag{22}
\end{equation*}
$$

where $K^{+}$and $K^{\prime \prime}$ are the factors of $\exp (+i k r)$ and $\exp (-i k r)$, respectively, in Eq. (21a). Accordingly, we have

$$
\begin{equation*}
S=\exp (2 i \delta)=\frac{\tilde{R}^{2}-\exp (+i \pi \nu)}{\tilde{R}^{2}-\exp (-i \pi \nu)} \exp \left[i \pi\left(l+\frac{1}{2}-\nu\right)\right] \tag{23}
\end{equation*}
$$

or, in view of Eq. (16),

$$
\begin{equation*}
S=\frac{R^{2}-1}{R^{2}-\exp (-2 \pi i \nu)} \exp \left[i \pi\left(l+\frac{1}{2}-\nu\right)\right] \tag{24}
\end{equation*}
$$

which is a formula appearing in the review article, ${ }^{10}$ apart from the factor $\exp (-i \pi \nu)$ which evidently has been lost there. (This factor has been lost in a trivial way during preparation of the review article, for it is present in the formulas of both the original papers ${ }^{3,4}$ quoted.)

## 3. GENERAL TREATMENT OF THE DIFFERENTIAL EQUATION

## A. Symmetry of the differential equation

We want to consider solutions of the differential equation (1) and are particularly interested in their behavior when $r \rightarrow 0$ and when $r \rightarrow \infty$. Both these cases can be dealt with simultaneously if we take advantage of the symmetry of the equation with respect to zero and infinity. For we observe that if we introduce a new independent variable $x$ by

$$
\begin{equation*}
x=k r \quad \text { (or } x=-k r) \tag{25a}
\end{equation*}
$$

or by

$$
\begin{equation*}
x=i \beta / r \quad(\text { or } x=-i \beta / r), \tag{25b}
\end{equation*}
$$

then

$$
\begin{equation*}
g(x)=f(r)=r^{1 / 2} y(r) \tag{26}
\end{equation*}
$$

is a solution of the same differential equation in either case. It therefore suffices to investigate the behavior when $x \rightarrow \infty$ of the solutions of the $x$ equation

$$
\begin{equation*}
x^{2} g^{\prime \prime}+x g^{\prime}+\left[x^{2}-\left(l+\frac{1}{2}\right)^{2}-\beta^{2} k^{2} x^{-2}\right] g(x)=0 \tag{27}
\end{equation*}
$$

## B. Solutions of the $x$-equation

In a similar way as in Sec. 2 we introduce two standard solutions $g_{+\nu}(x)$ and $g_{-\nu}(x)$ by

$$
\begin{equation*}
g_{\mu}(x)=\sum_{n=-\infty}^{\infty} d_{2 n}^{\mu} x^{\mu+2 n}, \quad \mu=-\nu,+\nu, \tag{28}
\end{equation*}
$$

where $\nu$ is the characteristic index as before and the coefficients $d_{2 n}^{\mu}$ obey the recurrence relation

$$
\begin{equation*}
\left[(\mu+2 n)^{2}-\left(l+\frac{1}{2}\right)^{2}\right] d_{2 n}^{\mu}+d_{2 n-2}^{\mu}-\beta^{2} k^{2} d_{2 n+2}^{\mu}=0 . \tag{29}
\end{equation*}
$$

We take for the constants of integration

$$
\begin{equation*}
d_{0}^{+\nu}=d_{0}^{-\nu}=1 \tag{30}
\end{equation*}
$$

The coefficients then satisfy the symmetry relation

$$
\begin{equation*}
d_{-2 n}^{-\nu}=\left(-\beta^{2} k^{2}\right)^{n} d_{* 2 n}^{+\nu} . \tag{31}
\end{equation*}
$$

In order to investigate the behavior of the solutions (28) near infinity, we first extract a factor $x^{\lambda}$ in view of greater flexibility and then consider integral representations of the generalized Laplace type

$$
\begin{equation*}
g(x)=\frac{1}{2 \pi i} x^{\lambda} \int_{C} \exp (x t) v(t) d t \tag{32}
\end{equation*}
$$

Here $v(t)$ is a solution of the $t$ equation

$$
\begin{equation*}
\left(t^{2}+1\right) v^{\mathrm{IV}}+(7-2 \lambda) t v^{\prime \prime \prime}-\left(l+\frac{7}{2}-\lambda\right)\left(l-\frac{5}{2}+\lambda\right) v^{\prime \prime}-\beta^{2} k^{2} v(t)=0, \tag{33}
\end{equation*}
$$

and the contour $C$ has to be chosen such that the bilinear concomitant ${ }^{13}$

$$
\begin{align*}
& \exp (x t)\left[\left(t^{2}+1\right)\left(x^{3} v-x^{2} v^{\prime}+x v^{\prime \prime}-v^{\prime \prime \prime}\right)-2 t\left(x^{2} v-2 x v^{\prime}+3 v^{\prime \prime}\right)\right. \\
& \quad+2\left(x v-3 v^{\prime}\right)+(2 \lambda+1)\left(t x^{2} v-t x v^{\prime}+t v^{\prime \prime}-x v+2 v^{\prime}\right) \\
& \left.\quad-\left(l+\frac{1}{2}+\lambda\right)\left(l+\frac{1}{2}-\lambda\right)\left(x v-v^{\prime}\right)\right] \tag{34}
\end{align*}
$$

has the same value (identically in $x$ ) at both the termini of the contour. The parameter $\lambda$, which is quite arbitrary, will be specified later as circumstances demand.

## C. Construction of an appropriate solution of the $t$-equation

## 1. Solutions outside the unit circle

The $t$ equation (33) has two regular singular points at $t=i$ and $t=-i$ and one irregular singular point at infinity. Outside the unit circle, a solution may be represented by an appropriate power times an even Laurent expansion

$$
\begin{align*}
& v_{\mu}(t)=t^{\lambda-\mu-1} \phi_{\mu}\left(t^{2}\right),  \tag{35}\\
& \phi_{\mu}(z)=\sum_{n=-\infty}^{\infty} b_{2 n}^{\mu} z^{-n}, \tag{36}
\end{align*}
$$

where the coefficients obey the recurrence relation
$\left[(\mu+2 n)^{2}-\left(l+\frac{1}{2}\right)^{2}\right](\mu-\lambda+2 n+1)(\mu-\lambda+2 n+2) b_{2 n}^{\mu}$
$+(\mu-\lambda+2 n-1)(\mu-\lambda+2 n)(\mu-\lambda+2 n+1)(\mu-\lambda+2 n+2) b_{2 n-2}^{\mu}$
$-\beta^{2} k^{2} b_{2 n+2}^{\mu}=0$.
This recurrence relation is satisfied if

$$
\begin{equation*}
b_{2 m}^{\mu}=\frac{\Gamma(\mu-\lambda+1+2 m)}{\Gamma(\mu-\lambda+1)} d_{2 m}^{\mu}, \tag{38}
\end{equation*}
$$

as may be seen by comparison with Eq. (29). Possible values of $\mu$ are therefore $\mu=+\nu$ and $\mu=-\nu$, where $\nu$ is the characteristic index as before. But since $v_{\mu}(t)$ is a solution of a fourth order equation, there are two further significantly different values. In fact, the recurrence relation is also satisfied if all the coefficients with positive indices $>0$ vanish and $\mu=\lambda-1, \lambda-2, \lambda-3$, $\lambda-4$ is one of the roots of the corresponding fourth order indicial equation. Consequently, there are two further solutions:

$$
\begin{align*}
& v_{\lambda=1}(t)=\sum_{n=0}^{\infty} b_{-2 n}^{\lambda-1} t^{2 n}  \tag{39a}\\
& v_{\lambda-2}(t)=\sum_{n=0}^{\infty} b_{-2 n}^{\lambda-2} t^{2 n+1} . \tag{39b}
\end{align*}
$$

While here the coefficients $b_{0}^{\mu}$ are arbitrary constants of integration, the coefficients $b_{-2}^{\mu}$, which also are not determined by the recurrence relation, have to be chosen such that the series (39) converge outside the unit circle. But then they converge also on and inside the unit circle and represent entire functions of $t$. Accordingly, there are two solutions of the $t$ equation, one even and one odd function of $t$, which are analytic at both the regular singular points $t=-i,+i$. These solutions are not of interest since they do not contribute to the con-
tour integrals we will consider. Their existence is relevant in so far as, at a later stage of our investigation, it will suffice to consider two linearly independent solutions of the $t$ equation instead of four.

## 2. Solutions relative to the regular singular points

The exponents of the $t$ equation relative to any of the two regular singular points $t=-i,+i$ are $0,1,2, \lambda-\frac{1}{2}$. Provided that $\lambda$ is not half an integer, the solution does not contain logarithmic terms, even though all the exponents apart one are integers. The solutions can therefore be written

$$
\begin{align*}
& v^{*}(t)=F(1+i t), \quad|t-i|<2,  \tag{40}\\
& u_{f}^{*}(t)=G_{j}(1+i t), \quad|t-i|<2, \quad j=0,1,2, \tag{41}
\end{align*}
$$

and

$$
\begin{align*}
& v^{-}(t)=F(1-i t), \quad|t+i|<2,  \tag{42}\\
& u_{j}^{-}(t)=G_{j}(1-i t), \quad|t+i|<2, \quad j=0,1,2, \tag{43}
\end{align*}
$$

where

$$
\begin{align*}
& G_{j}(z)=\sum_{n=0}^{\infty} A_{n}(j) z^{j+n}, \quad|z|<2,  \tag{44}\\
& F(z)=z^{\lambda+1 / 2} H(z),  \tag{45}\\
& H(z)=\sum_{n=0}^{\infty} A_{n}\left(\lambda-\frac{1}{2}\right) z^{n}, \quad|z|<2 . \tag{46}
\end{align*}
$$

Here we may choose the initial coefficients arbitrarily as

$$
\begin{align*}
& A_{0}(q)=1 \text { for } q=0,1,2, \lambda-\frac{1}{2}  \tag{47}\\
& A_{1}(0)=0, \quad A_{2}(0)=0, \quad A_{1}(1)=0 \tag{48}
\end{align*}
$$

The other coefficients then are determined by the recurrence relation

$$
\begin{align*}
A_{n}(q)= & \frac{\left(q+n-\lambda+l+\frac{1}{2}\right)\left(q+n-\lambda-l-\frac{1}{2}\right)}{2\left(q+n-\lambda+\frac{1}{2}\right)(q+n)} A_{n-1}(q) \\
& +\frac{\beta^{2} k^{2}}{2\left(q+n-\lambda+\frac{1}{2}\right)(q+n)(q+n-1)(q+n-2)} A_{n-3}(q), \tag{49}
\end{align*}
$$

[ $n>0$ if $q=2, \lambda-\frac{1}{2} ; n>1$ if $q=1 ; n>2$ if $q=0 ; A_{-1}(q)$ $\left.=A_{-2}(q)=0\right]$.

By Eqs. (40), (41) and (42), (43) we have two fundamental sets of solutions, valid in different but overlapping domains of the $t$ plane. Any solution of one set may therefore be expressed as a linear combination of the solutions of the other set, in particular,

$$
\begin{equation*}
v^{+}(t)=E v^{-}(t)+\sum_{j=0}^{2} B_{j} u_{j}^{-}(t) \tag{50}
\end{equation*}
$$

The coefficients $E$ and $B_{j}$ may be determined by evaluating this equation and its first three derivatives at $t=0$. They therefore appear as the solution of the system of linear equations

$$
\left(\begin{array}{llll}
F(1) & G_{0}(1) & G_{1}(1) & G_{2}(1)  \tag{51}\\
F^{\prime}(1) & G_{0}^{\prime}(1) & G_{1}^{\prime}(1) & G_{2}^{\prime}(1) \\
F^{\prime \prime}(1) & G_{0}^{\prime \prime}(1) & G_{1}^{\prime \prime}(1) & G_{2}^{\prime \prime}(1) \\
F^{\prime \prime \prime}(1) & G_{0}^{\prime \prime \prime}(1) & G_{1}^{\prime \prime \prime}(1) & G_{2}^{\prime \prime \prime}(1)
\end{array}\right)\left(\begin{array}{l}
E \\
B_{0} \\
B_{1} \\
B_{2}
\end{array}\right)=\left(\begin{array}{l}
F(1) \\
-F^{\prime}(1) \\
F^{\prime \prime}(1) \\
-F^{\prime \prime \prime}(1)
\end{array}\right)
$$

and will be considered as known numbers. Introducing

$$
\begin{align*}
& G(z)=\sum_{j=0}^{2} B_{j} G_{j}(z),  \tag{52}\\
& u^{+}(t)=G(1+i t),  \tag{53}\\
& u^{-}(t)=G(1-i t), \tag{54}
\end{align*}
$$

we have

$$
\begin{equation*}
v^{+}(t)=E v^{-}(t)+u^{-}(t) \tag{55}
\end{equation*}
$$

There is also a relation

$$
\begin{equation*}
u^{+}(t)=\left(1-E^{2}\right) v^{-}(t)-E u^{-}(t) \tag{56}
\end{equation*}
$$

as may be seen by evaluating Eqs. (55), (56) and their first derivatives at $t=0$. Similarly, we have

$$
\begin{align*}
& v^{-}(t)=E v^{+}(t)+u^{+}(t)  \tag{57}\\
& u^{-}(t)=\left(1-E^{2}\right) v^{+}(t)-E u^{+}(t) \tag{58}
\end{align*}
$$

## 3. Multiplicative solutions and analytical continuation

Let us consider a path in the $t$ plane, in the form of a loop enclosing the two regular singular points $t=-i,+i$, such that it lies inside the region where $v^{+}(t)$ or $v^{-}(t)$ converges. If we start at some point $P$ of this path with any of the appropriate solutions, say $v^{+}(t)$, and continue it analytically along the path until we arrive at the point $P$ again, we generally do not reproduce $v^{+}(t)$ but obtain some linear combination of $v^{+}(t)$ and $u^{+}(t)$. By taking appropriate linear combinations of $v^{+}(t)$ and $u^{+}(t)$, we now want to construct multiplicative solutions $w(t)$ such that $w(t)$ is reproduced, apart from a constant factor, after the loop has been described. Considering the special loop shown in Fig. 1, we define at the point

$$
\begin{equation*}
P_{2}: w(t)=\alpha v^{+}(t)+\gamma u^{+}(t) \tag{59a}
\end{equation*}
$$

According to Eqs. (55), (56) we also have at

$$
\begin{equation*}
P_{2}: w(t)=\left[\alpha E+\gamma\left(1-E^{2}\right)\right] v^{-}(t)+[\alpha-\gamma E] u^{-}(t) . \tag{59b}
\end{equation*}
$$

Following the loop from $P_{2}$ in the negative direction, the description of the circle around $-i$ increases $\arg (1-i t)$ by $-2 \pi i$, so that we obtain at
$P_{1}: w(t)=\left[\alpha E+\gamma\left(1-E^{2}\right)\right] \exp \left[-2 \pi i\left(\lambda-\frac{1}{2}\right)\right] v^{-}(t)+[\alpha-\gamma E] u^{-}(t)$

$$
\begin{equation*}
=w^{(1)}(t) . \tag{60}
\end{equation*}
$$

Following the loop from $P_{2}$ in the positive direction, the description of the circle around $+i$ increases $\arg (1+i t)$ by $+2 \pi i$ so that we obtain at

$$
\begin{equation*}
P_{3}: w(t)=\alpha \exp \left[+2 \pi i\left(\lambda-\frac{1}{2}\right)\right] v^{+}(t)+\gamma u^{+}(t) \tag{61a}
\end{equation*}
$$

According to Eqs. (55), (56) we also have at

$$
\begin{align*}
P_{3}: w(t)= & \left\{\alpha E \exp \left[+2 \pi i\left(\lambda-\frac{1}{2}\right)\right]+\gamma\left(1-E^{2}\right)\right\} v^{*}(t) \\
& +\left\{\alpha \exp \left[+2 \pi i\left(\lambda-\frac{1}{2}\right)\right]-\gamma E\right\} u^{*}(t) \\
= & w^{(3)}(t) . \tag{61b}
\end{align*}
$$

The constants $\alpha$ and $\gamma$ have to be chosen such that the solutions at $P_{1}$ and $P_{3}$ are proportional to each other, say

$$
\begin{equation*}
w^{(3)}(t)=p \exp (2 \pi i \lambda) w^{(1)}(t) \tag{62}
\end{equation*}
$$

where the constant of proportionality has been denoted by $p \exp (2 \pi i \lambda)$ for later convenience. Then $\alpha$ and $\gamma$ are a solution of the homogeneous system of linear equations


FIG. 1. $t$ plane: path along which analytical continuation is considered. The points $P_{1}$ and $P_{3}$ are to coincide but have been drawn separately to indicate the termini of the path. Furthermore, the straight lines may be assumed to coincide with the imaginary axis.

$$
\begin{align*}
& E[p-\exp (2 \pi i \lambda)] \alpha+\left(1-E^{2}\right)(p+1) \gamma=0  \tag{63a}\\
& -(p+1) \alpha+E[p-\exp (-2 \pi i \lambda)] \gamma=0 \tag{63b}
\end{align*}
$$

The requirement that the determinant be zero leads to

$$
\begin{equation*}
p^{2}+2\left[1-2(E \cos \pi \lambda)^{2}\right] p+1=0 \tag{64}
\end{equation*}
$$

The roots $p_{1}$ and $p_{2}$ of this equation obey the relations

$$
\begin{align*}
& p_{1}+p_{2}=-2\left[1-2(E \cos \pi \lambda)^{2}\right]  \tag{65}\\
& p_{1} p_{2}=1 \tag{66}
\end{align*}
$$

Because of the last equation, the two roots may conveniently be represented by means of one (not neces. sarily real) parameter $\nu$ in the form

$$
\begin{equation*}
p_{1}=\exp (-2 \pi i \nu), \quad p_{2}=\exp (+2 \pi i \nu) \tag{67}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
p_{1}+p_{2}=-2\left(1-2 \cos ^{2} \pi \nu\right) \tag{68}
\end{equation*}
$$

and, by comparison with Eq. (65),

$$
\begin{equation*}
\cos ^{2} \pi \nu=(E \cos \pi \lambda)^{2} \tag{69}
\end{equation*}
$$

The further discussion may be restricted to one choice of $p$ if all the quantities depending on $p$ carry an index $\mu$ corresponding to $p=\exp (-2 \pi i \mu)$. The name $\nu$ for the new parameter of Eqs. (67) is appropriate in view of the fact that it is the characteristic index. For we are constructing two functions $w_{\mu}(t)$ which, according to Eqs. (62) and (67), obey the circuit relations

$$
\begin{equation*}
w_{\mu}[\exp (2 \pi i) t]=\exp [2 \pi i(\lambda-\mu)] w_{\mu}(t) \tag{70}
\end{equation*}
$$

with $\mu=\nu$ or $\mu=-\nu$, respectively. But as shown in Sec. 3C1, there are just two solutions which are not singlevalued and obey the same circuit relations with $\nu$ equal to the characteristic index. It should be noted, however, that the quantity $\nu$ here is defined by Eqs. (67) or (69) $\bmod 1$ only, while the characteristic index has been defined mod 2. This fact is reflected in the sign ambiguity arising if we want to take the square root of Eq. (69). This sign has to be chosen such that the functions $w_{\mu}(t)$ obey also the appropriate half-circuit relations suggested by Eq. (35), namely

$$
\begin{equation*}
w_{\mu}[\exp (i \pi) t]=\exp [i \pi(\lambda-\mu-1)] w_{\mu}(t) \tag{71}
\end{equation*}
$$

Equation (59b) may be simplified by means of Eqs. (63) so that we have at $P_{2}$

$$
\begin{gathered}
w_{\mu}(t)= \\
\left\{\begin{array}{c}
\alpha_{\mu} v^{+}(t)+\gamma_{\mu} u^{+}(t) \text { if }|t-i|<2 \\
\frac{E \cos \pi \lambda}{\cos \pi \mu} \exp [i \pi(\lambda-\mu-1)\}\left\{\alpha_{\mu} \exp \left[2 \pi i\left(\lambda-\frac{1}{2}\right)\right] v^{-}(t)+\gamma_{\mu} u^{-}(t)\right\} \\
\text { if }|t+i|<2
\end{array}\right.
\end{gathered}
$$

In order to check the half-circuit relation (71) we evaluate Eq. (72) for $t=2 i$ and $t=-2 i$ assuming that $\arg (1+i t)=\arg (1-i t)=0$ on the imaginary axis near $P_{2}$. By means of Eqs. (40), (42), (45), (53), (54) we find

$$
\begin{align*}
w_{\mu}(2 i)= & \alpha_{\mu} \exp \left[i \pi\left(\lambda-\frac{1}{2}\right)\right] H(-1)+\gamma_{\mu} G(-1),  \tag{73a}\\
w_{\mu}(-2 i)= & \frac{E \cos \pi \lambda}{\cos \pi \mu} \exp [-i \pi(\lambda-\mu-1)] \\
& \times\left\{\alpha_{\mu} \exp \left[i \pi\left(\lambda-\frac{1}{2}\right)\right] H(-1)+\gamma_{\mu} G(-1)\right\} . \tag{73~b}
\end{align*}
$$

By comparison with the half-circuit relation (71) we conclude that the equation determining the characteristic index is

$$
\begin{equation*}
\cos \pi \nu=E \cos \pi \lambda \tag{74}
\end{equation*}
$$

rather than Eq. (69). Using Eq. (74) the ratio of the coefficients $\alpha_{\mu}$ and $\gamma_{\mu}$ may be found from any of Eqs. (63) to be

$$
\begin{equation*}
\alpha_{u} / \gamma_{\mu}=\exp \left(-i \pi\left[\lambda-\frac{1}{2}\right]\right) \sin \pi(\lambda-\mu) / \cos \pi \lambda \tag{75}
\end{equation*}
$$

If we choose arbitrarily the normalization

$$
\begin{equation*}
\gamma_{\mu}=\exp \left(i \frac{1}{2} \pi[\lambda-\mu-1]\right) \Gamma\left(\frac{1}{2}-\lambda\right) \cos \pi \lambda / \sin \pi(\lambda-\mu) \tag{76}
\end{equation*}
$$

in view of later convenience, all the quantities in Eq.
(72) are known. The analytical continuation of $w_{\mu}(t)$ for larger values of $|t|$ is, according to the discussion following Eq. (70), proportional to the function $v_{u}(t)$ given by Eq. (35). We then obtain finally

Here the constant of proportionality

$$
\begin{equation*}
\Delta_{\mu}=\frac{\Gamma\left(\frac{1}{2}-\lambda\right) \Gamma(\lambda-\mu)[\sin \pi(\lambda-\mu) H(-1)+\cos \pi \lambda G(-1)]}{\pi 2^{\lambda-\mu-1} \phi_{\mu}(-4)} \tag{78}
\end{equation*}
$$

may be checked by comparing the first and last line of Eq. (77) for $t=2 i$. The powers are defined such that near the point $P_{2}$ of Fig. 1 we have $\arg (1-i t)=\arg (1+i t)$ $=0$ if $t$ is on the imaginary axis while $|t|<1$, and $\arg t$ $=0$ if $t$ is real and positive.

## D. Contour integral solutions of the $x$-equation

## 1. Suitable contours

The $t$ equation has one irregular singular point at infinity. It can be shown that there are four linearly in-


FIG. 2. $t$-plane: contours suitable for the integral representation.
dependent solutions which, when $|t| \rightarrow \infty$, behave asymptotically as $t^{-1+(1 / 2) \lambda} \exp (2 \epsilon \sqrt{\beta k t})$ with $\epsilon=-i, 1, i,-1$, respectively. This behavior is dominated by the kernel $\exp (x t)$ of the integral representation (32) so that the bilinear concomitant (34) tends to zero when $|t| \rightarrow \infty$ in appropriate sectors of the $t$ plane depending on $\arg x$. Consequently, there are contours, suitable for the integral representation, which start somewhere at infinity, enclose at least one of the regular singular points, and return to the starting point at infinity. Some examples of contours appropriate for our purpose are shown in Fig. 2.

## 2. Solutions relative to the irregular singular point at infinity

We are going to define two standard solutions of the $x$ equation relative to the irregular singular point at infinity. This can be done in analogy to the definition of Hankel functions, since for $\beta^{2} k^{2} \rightarrow 0$ the differential equation reduces to the Bessel equation of the order $l+\frac{1}{2}$. For our purpose, however, it is more convenient to use a different normalization. Our standard solutions are
$g^{(1)}(x)=\frac{1}{2 \pi i} x^{\lambda} \int_{C_{1}} \exp (x t) w^{+}(t) d t, \quad-\pi / 2<\arg x<\pi / 2$,
$g^{(2)}(x)=\frac{1}{2 \pi i} x^{\lambda} \int_{C_{2}} \exp (x t) w^{-}(t) d t, \quad-\pi / 2<\arg x<\pi / 2$,
where

$$
w^{+}(t)
$$

$\left.\begin{array}{l}=\Gamma\left(\frac{1}{2}-\lambda\right) \exp [-i(\pi / 2) \lambda] v^{+}(t) \\ =\Gamma\left(\frac{1}{2}-\lambda\right) \exp [-i(\pi / 2) \lambda](1+i t)^{\lambda-1 / 2} H(1+i t)\end{array}\right\}$ if $|t-i|<2$,
$w^{-(t)}$
$=\Gamma\left(\frac{1}{2}-\lambda\right) \exp [+i(\pi / 2) \lambda] v^{-}(t)$

$$
\begin{equation*}
\text { if }|t+i|<2 \tag{80b}
\end{equation*}
$$

Here the powers are defined such that $\arg (1-i t)=\arg (1$ $+i t)=0$ when $t$ is on the imaginary axis while $|t|<1$.

The solutions (79) may be continued analytically into larger sectors of the $x$ plane by rotation of the contour. In each case the possible angles of rotation are limited by the presence of the other regular singular point so
that $g^{(1)}(x)$ may be defined in the sector $-\pi<\arg x<2 \pi$ and $g^{(2)}(x)$ in the sector $-2 \pi<\arg x<\pi$. If the Taylor series are inserted for $H(1+i t)$ and $H(1-i t)$ and the integrals performed term by term, then the asymptotic expansions of the standard solutions for $|x| \rightarrow \infty$ are obtained in the usual way:

$$
\begin{align*}
& g^{(1)}(x) \sim \exp (-i \pi / 4) x^{-1 / 2} \exp (+i x) \sum_{n=0}^{\infty} a_{n}(i x)^{-n} \\
&--\pi<\arg x<2 \pi
\end{aligned}, \begin{aligned}
& g^{(2)}(x) \sim \exp (+i \pi / 4) x^{-1 / 2} \exp (-i x) \sum_{n=0}^{\infty} a_{n}(-i x)^{-n}  \tag{81a}\\
&-2 \pi<\arg x<\pi
\end{align*}
$$

Here the coefficients

$$
\begin{equation*}
a_{n}=A_{n}\left(\lambda-\frac{1}{2}\right) \Gamma\left(\lambda+\frac{1}{2}+n\right) / \Gamma\left(\lambda+\frac{1}{2}\right) \tag{82}
\end{equation*}
$$

which do not depend on $\lambda$, can be obtained from the recurrence relation

$$
\begin{equation*}
a_{n}=\frac{(n+l)(n-l-1)}{2 n} a_{n-1}+\frac{\beta^{2} k^{2}}{2 n} a_{n-3} \tag{83}
\end{equation*}
$$

with $a_{0}=1, a_{-1}=a_{-2}=0$.

## 3. Laurent series solutions

Let us consider the integral representation (32) with the contour $C_{3}$ and $v(t)=\Gamma(\mu-\lambda+1) v_{\mu}(t)$, where $\arg t=0$ if $t$ is real and positive. Inserting the Laurent series for $v_{\mu}(t)$ according to Eqs. (35), (36) and integrating term by term, we find that the result is just the function $g_{\mu}(x)$ defined by Eq. (28). The standard solutions (28) therefore have the integral representation

$$
\begin{array}{r}
g_{\mu}(x)=\frac{1}{2 \pi i} x^{\lambda} \Gamma(\mu-\lambda+1) \int_{C_{3}} \exp (x t) v_{\mu}(t) d t \\
-\pi / 2<\arg x<\pi / 2 \tag{84}
\end{array}
$$

for $\mu=\nu,-\nu$. The analytical continuation for other sectors may be obtained by rotation of the contour by an appropriate angle. Therefore Eq. (28) defines $g_{\mu}(x)$ for arbitrary values of $\arg x$.

## 4. Linear relations between the solutions

Since we are concerned with a second order differential equation, the four standard solutions $g^{(1)}(x), g^{(2)}(x)$, $g_{\nu}(x), g_{-\nu}(x)$ we have introduced so far are not independent, but linear relations persist between any three of them. In order to determine the coefficients we consider the integral representation (32) with the contour $C_{3}$ and the function $w_{\mu}(t)$ of Eq. (77) inserted for $v(t)$. Then, according to Eq. (84), the integral is equal to $\Delta_{\mu} g_{\mu}(x)$. Now the contour $C_{3}$ may be deformed into the contour $\tilde{C}_{3}$ which is just the sum of the contours $C_{1}$ and $C_{2}$, apart from a straight line, connecting them at infinity, which does not contribute to the integral (Fig. 2). According to Eqs. (79), (80), the integrals along the contours $C_{1}$ and $C_{2}$ give $g^{(1)}(x)$ and $g^{(2)}(x)$, respectively, multiplied with the appropriate factors following by comparison of Eqs. (80) with the singular parts of Eq. (77). We therefore obtain

$$
\begin{gather*}
\Delta_{\mu} g_{\mu}(x)=\exp [-i(\pi / 2) \mu] g^{(1)}(x)+\exp [+i(\pi / 2) \mu] g^{(2)}(x), \\
\mu=\nu,-\nu . \tag{85}
\end{gather*}
$$

Then, provided that the characteristic index $\nu$ is not an integer, we also have

$$
\begin{align*}
g^{(1)}(x)= & \frac{1}{2 i \sin \pi \nu}\left\{\exp [+i(\pi / 2) \nu] \Delta_{-\nu} g_{-\nu}(x)\right. \\
& \left.-\exp [-i(\pi / 2) \nu] \Delta_{+\nu} g_{+\nu}(x)\right\},  \tag{86a}\\
g^{(2)}(x)= & \frac{-1}{2 i \sin \pi \nu}\{\exp [-i(\pi / 2) \nu)] \Delta_{-\nu} g_{-\nu}(x) \\
& \left.-\exp [+i(\pi / 2) \nu] \Delta_{+\nu} g_{+\nu}(x)\right\} . \tag{86b}
\end{align*}
$$

## 5. Circuit relations

From Eq. (28) the circuit relations for $g_{\nu}(x)$ and $g_{-\nu}(x)$ are known to be

$$
\begin{equation*}
g_{\mu}[\exp (i \pi m) x]=\exp (i \pi m \mu) g_{\mu}(x), \tag{87}
\end{equation*}
$$

where $m$ is any integer and $\mu=\nu,-\nu$. Then, by means of Eqs. (85)-(87), the circuit relations for $g^{(1)}(x)$ and $g^{(2)}(x)$ may be obtained:

$$
\begin{array}{r}
g^{(1)}[\exp (m \pi i) x]=\frac{\sin (1-m) \pi \nu}{\sin \pi \nu} g^{(1)}(x)-\frac{\sin m \pi \nu}{\sin \pi \nu} g^{(2)}(x), \\
g^{(2)}[\exp (m \pi i) x]=\frac{\sin m \pi \nu}{\sin \pi \nu} g^{(1)}(x)+\frac{\sin (1+m) \pi \nu}{\sin \pi \nu} g^{(2)}(x) . \tag{88b}
\end{array}
$$

These equations extend the definitions of the functions $g^{(1)}(x)$ and $g^{(2)}(x)$ and allow one to obtain their asymptotic expansions for values of $\arg x$ other than those considered in Sec. 3D2.

## 6. The case when the characteristic index is an integer

It may happen for particular values of $\beta^{2} k^{2}$ that the characteristic index $\nu$ is an integer. Then $g_{+\nu}(x)$ and $g_{-p}(x)$ are no longer linearly independent, so that Eqs. (86) become meaningless. But the linear relation (85) and the coefficient $\Delta_{\mu}$ (where $\mu=\nu,-\nu$ ) remain relevant. The Eq. (78) defining $\Delta_{\mu}$, however, breaks down whenever $\lambda$ is half an integer or $\lambda-\mu$ is an integer. Here we see one advantage of having introduced the arbitrary parameter $\lambda$ by extracting the factor $x^{\lambda}$ in front of the Laplace integral. For otherwise, i. e., if $\lambda=0$, Eq. (78) would break down whenever $\mu$ is an integer. But $\Delta_{\mu}$ is in fact independent of $\lambda$, so we may choose any convenient value, e. g., $\lambda=\frac{1}{4}$. Then $\Delta_{\mu}$ remains well-defined by Eq. (78) even if $\mu$ is an integer.

We do not want to explain the other aspects of the case when $\mu$ is an integer, which is quite analogeous to the case of Bessel functions of integer order. ${ }^{\text {11 }}$

## $E$. Solutions of the $r$-equation

## 1. Solutions relative to the singular points

The solutions $g^{(1)}(x)$ and $g^{(2)}(x)$ may now be used, according to Sec. 3 A , to define two fundamental sets of solutions of the $r$ equation (1) relative to the irregular singular points at the origin and infinity, respectively,

$$
\begin{align*}
& y^{(1)}(r)=i\left(\frac{\beta}{r}\right)^{1 / 2} g^{(1)}\left(\frac{\beta}{r} \exp (i \pi / 2)\right)  \tag{89a}\\
& y^{(2)}(r)=\left(\frac{\beta}{r}\right)^{1 / 2} g^{(2)}\left(\frac{\beta}{r} \exp (i \pi / 2)\right) \tag{89b}
\end{align*}
$$

$$
\begin{align*}
& y^{(3)}(r)=\exp (+i \pi / 4)\left(\frac{k}{r}\right)^{1 / 2} g^{(1)}(k r),  \tag{90a}\\
& y^{(4)}(r)=\exp (-i \pi / 4)\left(\frac{k}{r}\right)^{1 / 2} g^{(2)}(k r) \tag{90b}
\end{align*}
$$

They have the asymptotic expansions

$$
\begin{array}{cc}
y^{(1)}(r) \sim \exp (-\beta / r) \sum_{n=0}^{\infty} a_{n}\left(-\frac{r}{\beta}\right)^{n}, & -3 \pi / 2<\arg r / \beta<3 \pi / 2, \\
r \rightarrow 0, \\
y^{(2)}(r) \sim \exp (+\beta / r) \sum_{n=0}^{\infty} a_{n}\left(\frac{r}{\beta}\right)^{n}, & -\pi / 2<\arg r / \beta<5 \pi / 2, \\
r \rightarrow 0, \\
y^{(3)}(r) \sim \frac{1}{r} \exp (+i k r) \sum_{n=0}^{\infty} a_{n}(i k r)^{-n}, & -\pi<\arg k r<2 \pi, \\
r \rightarrow \infty, \\
y^{(4)}(r) \sim \frac{1}{r} \exp (-i k r) \sum_{n=0}^{\infty} a_{n}(-i k r)^{-n}, & -2 \pi<\arg k r<\pi, \\
r \rightarrow \infty, \tag{92b}
\end{array}
$$

with the coefficients $a_{n}$ from Eq. (83).

## 2. Linear relations between the solutions

The linear relations persisting between any three of the solutions (89), (90) may be obtained by means of the functions $g_{\mu}(x)$, which obey the symmetry relation

$$
\begin{array}{r}
g_{\mu}\left(\frac{\beta}{r} \exp (i \pi / 2)\right)=\exp [i(\pi / 2) \mu](\beta k)^{\mu} g_{-\mu}(k r), \\
\mu=\nu,-\nu \tag{93}
\end{array}
$$

Using Eqs. (85), (86), (89), (90), and (93) the coefficients of the linear relations

$$
\begin{align*}
& y^{(1)}(r)=D_{13} y^{(3)}(r)+D_{14} y^{(4)}(r),  \tag{94a}\\
& y^{(2)}(r)=D_{23} y^{(3)}(r)+D_{24} y^{(4)}(r) \tag{94b}
\end{align*}
$$

are found to be
$D_{13}=\frac{1}{2 \sin \pi \nu}\left(R-\frac{1}{R}\right)\left(\frac{\beta}{k}\right)^{1 / 2} \exp (-i \pi / 4)$,
$D_{14}$
$=\frac{1}{2 \sin \pi \nu}\left(R \exp (+i \pi \nu)-\frac{1}{R} \exp (-i \pi \nu)\right)\left(\frac{\beta}{k}\right)^{1 / 2} \exp (+i \pi / 4)$,
$D_{23}$
$=\frac{1}{2 \sin \pi \nu}\left(R \exp (-i \pi \nu)-\frac{1}{R} \exp (+i \pi \nu)\right)\left(\frac{\beta}{k}\right)^{1 / 2} \exp (+i \pi / 4)$,

$$
\begin{equation*}
D_{24}=-D_{13}, \tag{95c}
\end{equation*}
$$

where

$$
\begin{equation*}
R=[\beta k \exp (i \pi / 2)]^{-\nu} \Delta_{-\nu} / \Delta_{+\nu}=\exp [-i(\pi / 2) \nu] \tilde{R} . \tag{96}
\end{equation*}
$$

This quantity is identical to the quantity $R$ of Eq. (17), as may be seen by comparing Eqs. (94)-(96) with Eqs. (21). But we have obtained here an entirely different analytical expression for it.

The case when $\nu$ happens to be equal to any integer or zero requires special attention. Then we have $R=1$ or $R=-1$ so that the expressions (95) are undefined and have to be replaced by their limiting values.

## 3. Integer values of the characteristic index

If $\nu=0$ we have $R=1$ evidently by Eq. (96). It will now be shown that $R=1$ or $R=-1$ if $\nu$ is equal to any integer $\neq 0$. For this purpose it is necessary to consider the way of generating the coefficients of the Laurent series by means of continued fractions, a method well-known from the Mathieu equation. Let us introduce the "right" and "left" ratios of the coefficients

$$
\begin{equation*}
R_{m}=d_{2 m}^{\mu} / d_{2 m-2}^{\mu} \tag{97}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{m}=d_{-2 m-2}^{\mu} / d_{-2 m}^{\mu} . \tag{98}
\end{equation*}
$$

With the abbreviation

$$
\begin{equation*}
V_{m}=(\mu+2 m)^{2}-\left(l+\frac{1}{2}\right)^{2} \tag{99}
\end{equation*}
$$

it then follows from the recurrence relation (29) of the coefficients that

$$
\begin{align*}
& R_{m}=\frac{-1}{V_{m}-\beta^{2} k^{2} R_{m+1}}=\frac{-1}{V_{m}+} \frac{\beta^{2} k^{2}}{V_{m+1}+} \frac{\beta^{2} k^{2}}{V_{m+2}+\cdots},  \tag{100}\\
& L_{m}=\frac{\beta^{2} k^{2}}{V_{-m-1}+L_{m+1}}=\frac{\beta^{2} k^{2}}{V_{-m-1}+} \frac{\beta^{2} k^{2}}{V_{-m-2}}+\frac{\beta^{2} k^{2}}{V_{-m-3}+\cdots} . \tag{101}
\end{align*}
$$

According to Eqs. (97), (98) we have

$$
\begin{equation*}
R_{0} L_{0}=1 \tag{102}
\end{equation*}
$$

This condition of consistency is satisfied by the ratios $R_{0}$ and $L_{0}$ computed from the continued fractions (100), (101) only if $\mu$ has the value of a characteristic index ( $\mu=\nu,-\nu \bmod 2$ ). Let us first assume that this value $\mu=2 M$ is an even integer. Then we have the symmetry relation

$$
\begin{equation*}
V_{-M+n}=V_{-M-n} \tag{103a}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
L_{+M+n}=-\beta^{2} k^{2} R_{-M+n+1} . \tag{104a}
\end{equation*}
$$

It then follows that, with $\epsilon=+1$ or -1 ,

$$
\begin{equation*}
d_{-2 M-2 n}^{2 \mu}=\epsilon(i \beta k)^{2 n} d_{-2 M+2 n}^{2 M} \tag{105a}
\end{equation*}
$$

or, by means of Eq. (31),

$$
\begin{equation*}
d_{-2 M-2 n}^{2 M}=\epsilon(i \beta k)^{2 M} d_{+2 M-2 n}^{-2 M} . \tag{106a}
\end{equation*}
$$

If, on the other hand, $\mu=2 M+1$ is an odd integer, Eqs. (103a)-(106a) have to be replaced by

$$
\begin{align*}
& V_{-M+n}=V_{-M-n-1},  \tag{103b}\\
& L_{+M+n}=-\beta^{2} k^{2} R_{-M+n},  \tag{104b}\\
& d_{-2 M-2 n}^{2 M+1}=\epsilon(i \beta k)^{2 n-1} d_{-2 M+2 n-2}^{2 \mu+1},  \tag{105b}\\
& d_{-2 M-2 n}^{2 M+1}=\epsilon(i \beta k)^{2 M+1} d_{+2 M-2 n+2}^{-2 \mu-1}, \tag{106b}
\end{align*}
$$

respectively. By means of Eqs. (106) it is not difficult to show that $R=\epsilon(-1)^{\nu}$ whenever the characteristic index $\nu$ is an integer $\neq 0$. Whether $\epsilon=1$ or $\epsilon=-1$ depends on the values of the parameters $l$ and $\beta^{2} k^{2}$. There are these two possibilities, in analogy to the existence of even and odd periodic solutions of the Mathieu equation.

In order to avoid some obscurity which might arise by
inspection of Eqs. (95), (96), we finally want to show that, if $\beta k$ and $l$ are real parameters, then odd integer values of the characteristic index cannot occur. For if we assume that $\nu$ be an odd integer, say $\nu=1$, we have $L_{0}=-\beta^{2} k^{2} R_{0}$ from Eq. (104b), where the continued fractions $L_{0}$ and $R_{0}$ are real in this case according to Eqs. (99)-(101). It then follows that $R_{0} L_{0}=-\beta^{2} k^{2} R_{0}^{2}$ is negative real. But this result violates the consistency condition (102), and therefore our assumption that the characteristic index might be an odd integer is wrong. Nevertheless, values of $\nu$ very close to the odd integers may occur. In fact, numerical computations show that the characteristic index, considered as a function of $l$ with $\beta^{2} k^{2}>0$ fixed, has maxima and minima some of which are extremely close to an odd integer. Even integer values of $\nu$, on the other hand, do occur. In their neighborhood $\nu$ may become complex, its real part then being equal to that integer.

## F. Computational aspects

The formulas we have obtained for $\nu, \Delta_{\mu}$, and $R$ are relatively convenient for electronic computation. We have to evaluate twenty Taylor series, the coefficients of which can be computed recursively, for a value of the variable equal to half the convergence radius. Sixteen of these series represent the coefficients of the system of linear equations (51) which has to be solved, four additional series are needed in the evaluation of $H(-1)$ and $G(-1)$. Finally, two Laurent s $\sim$ ries $\phi_{\mu}(-4), \mu=\nu,-\nu$, have to be computed for a value of the variable equal to four times the convergence radius of the principal part. The coefficients of these Laurent series or the related coefficients $d_{2 m}^{u}$ obey a three-term recurrence relation and may be evaluated by means of continued fractions: The ratios of coefficients $R_{m}$ and $L_{m}$ are evaluated for the maximum value of $m$ required by means of the continued fractions appearing on the right-hand side of Eqs. (100), (101). The ratios for the lower values of $m$ then are obtained recursively using the left-hand part of Eqs. (100), (101). Finally the coefficients themselves are obtained recursively by

$$
\begin{equation*}
d_{2 m}^{\mu}=R_{m} d_{2 m-2}^{\mu}, \quad d_{-2 m}^{\mu}=L_{m-1} d_{-2 m+2}^{\mu}, \tag{107}
\end{equation*}
$$

starting with $m=1$ and $d_{0}^{\mu}=1$.
If the system of linear equations (51) is solved by Cramer's rule and use is made of the fact that the determinant $D$ of the system is, apart from the sign, a Wronskian of the $t$ equation equal to

$$
\begin{equation*}
-D=\left(\lambda-\frac{1}{2}\right)\left(\lambda-\frac{3}{2}\right)\left(\lambda-\frac{5}{2}\right) 2^{\lambda+9 / 2} \tag{108}
\end{equation*}
$$

then an explicit expression for the characteristic index $\nu$ is obtained in the form

$$
\begin{equation*}
\cos \pi \nu=\frac{-D_{1} \cos \pi \lambda}{\left(\lambda-\frac{1}{2}\right)\left(\lambda-\frac{3}{2}\right)\left(\lambda-\frac{5}{2}\right)} 2^{\lambda-9 / 2} \tag{109}
\end{equation*}
$$

where

$$
D_{1}=\left|\begin{array}{llll}
F(1) & G_{0}(1) & G_{1}(1) & G_{2}(1)  \tag{110}\\
-F^{\prime}(1) & G_{0}^{\prime}(1) & G_{1}^{\prime}(1) & G_{2}^{\prime}(1) \\
F^{\prime \prime}(1) & G_{0}^{\prime \prime}(1) & G_{1}^{\prime \prime}(1) & G_{2}^{\prime \prime}(1) \\
-F^{\prime \prime \prime}(1) & G_{0}^{\prime \prime \prime}(1) & G_{1}^{\prime \prime \prime}(1) & G_{2}^{\prime \prime \prime}(1)
\end{array}\right| .
$$

Here the value of the finite determinant $D_{1}$ enters, the elements of which are Taylor series. This method of generating the characteristic index therefore seems to
be advantageous as compared to one of the usual methods which requires the computation of an infinite determinant.

A simple but sensitive check of the equations themselves and of the accuracy which can be achieved if they are evaluated numerically is provided by the parameter $\lambda$. This parameter, which is quite arbitrary except that it must not be equal mod 1 neither to $\frac{1}{2}$ nor to the characteristic index, influences the computation significantly, but the final results for $\nu, \Delta_{\mu}$, and $\tilde{R}$ do not depend on it. Therefore computations with different values of $\lambda$ may serve for checking.

By inspection of the relevant equations and on the basis of several numerical computations (performed with real values of the parameters $l>0$ and $\beta^{2} k^{2}$ ) we arrive at the following conclusions concerning the choice of $\lambda$ and of $\nu$ [which is defined by Eq. (109) mod 2 only]. In order to obtain an accurate value of $\nu$ even if $l$ is not small (i.e., larger than something like 3 ), an integer value near $-\left|l+\frac{1}{2}\right|$ should be chosen for the parameter $\lambda$. This is important also in view of the fact that the accuracy of $R$ computed by any method depends on the accuracy of $\nu$. The coefficients of the Laurent series can be computed accurately only if $\nu$ is chosen such that its real part is as close to $l+\frac{1}{2}$ as is possible. For computing the $\Delta_{\mu}$ the parameter $\lambda$ should be near $-\left|l+\frac{1}{2}\right|$, but sufficiently different from $+\nu \bmod 2$ and from half-integer values.

If these points are observed, accurate results may be obtained. If $l$ is not too large, both the methods of computing $R$ give equally accurate values, although the convergence of the series is faster in the conventional formula (17). But if $\nu$ happens to be very close to an integer, the values of $R$ computed by the new method are often more accurate, since then the conventional formula is very sensitive to errors of $\nu$ (via the Bessel functions of nearly integer negative index). If $l$ becomes larger, however, the conventional formula is superior since the terms with $H(-1)$ and $G(-1)$ in $\Delta_{\mu}$ may interfere destructively so that significant figures are lost.

Nevertheless the new method still gives accurate results if the scattering phase shifts is all what is wanted. For as the numerical accuracy of $|R|$ decreases, it becomes larger and larger compared with 1 so that, according to Eq. (24), the phase shift becomes more and more independent of $R$.

Note added in proof: Using a quite different and modern method by Naundorf, ${ }^{14}$ we find

$$
\Delta_{\mu}=2 \sum_{n=0}^{\infty} a_{n} / \Gamma\left(\mu+\frac{3}{2}+n\right)
$$

with the coefficients $a_{n}$ from Eq. (83). By means of Eq. (96) we then may obtain another expression for the important quantity $R$, which is remarkable because of its simplicity and because of the fact that the coefficients of the Laurent series do not enter.
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By formulating the conditions for dynamical symmetry mappings directly at the level of the dynamical equations (which are taken in the form of Newton's equations, Lagrange's equations, Hamilton's equations, or Hamilton-Jacobi equation), we derive new expressions for dynamical symmetries and associated constants of the motion for classical particle dynamical systems. All dynamical symmetry mappings we consider are based upon infinitesimal point transformations of the form (a) $\bar{x}^{i}=x^{i}+\delta x^{i}\left[\delta x^{i} \equiv \xi^{i}(x) \delta a\right]$ with associated changes in the independent variable $t$ (path parameter) defined by (b) $\delta t \equiv\left\{\int 2 \phi[x(t)] d t+c\right\} \delta a$. A generalized form of the related integral theorem (a method for obtaining constants of the motion based upon deformations of a known constant of the motion under dynamical symmetry mappings) is obtained. We take the "Newtonian form" of the dynamical equations to have a coordinate-covariant structure with forces defined by a general polynomial in the velocities and obtain dynamical symmetry conditions for all such systems. For the special case of conservative systems the related integral theorem is applied. Based upon Lagrange's equations with $L=L\left(x^{i}, \dot{x}^{i}\right)$ we find the conditions for dynamical symmetry mappings may be expressed in the form
(c) $\left(\partial / \partial x^{j}\right)[\delta L+L(d / d t)(\delta t)]-(d / d t)\left(\partial / \partial \dot{x}^{j}\right)[\delta L+L(d / d t)(\delta t)]=-2 \phi_{, j}\left[\left(\partial L / \partial \dot{x}^{i}\right) \dot{x}^{i}-L\right] \delta a$.

From this form we obtain a new formula for concomitant constants of the motion: (d) [ $\partial(\delta L) / \partial \dot{x}]] \dot{x}$
$-\delta L=k$. By use of the related integral theorem such constants of the motion can be expressed as deformations of the energy integral under the dynamical symmetry mappings defined by (c). A short derivation of the Noether identity is given which is independent of the integration processes of Hamilton's variational principle. For mappings of the type (a), (b) "Noether type" symmetries and associated constants of the motion are formulated. For a conservative dynamical system with $L \equiv(1 / 2) g_{i j} \dot{x}^{i} \dot{x}^{j}-V(x)$ we find such Noether symmetries are basically conformal motions, while those derived from (c) are basically projective collineations. For such systems the constants of the motion (d) are evaluated and shown in general to differ from those obtained from the Noether method. We show for conservative dynamical systems that the formulation of dynamical symmetry mappings directly at the level of the Hamilton-Jacobi equation leads to the Noether symmetry conditions. Dynamical symmetry conditions are formulated for Hamilton's equation in phase space and shown to be more general than canonical transformations. The formulation of the related integral theorem in phase space is found to be a generalization of Poisson's theorem. For systems with $H\left(x^{A}\right), A=1, \ldots, 2 n$, it is an immediate observation that $\delta H$ induced by a symmetry mapping is a constant of the motion. Application to the isotropic harmonic oscillator shows both symmetric tensor and angular momenta constants of the motion are obtained in this manner. An additional constant of the motion $\partial_{A} \xi A-2 \phi\left(x^{A}\right)$ is shown in general to be a concomitant of a phase space symmetry transformation.

## 1. INTRODUCTION

We consider in this paper dynamical symmetries and associated constants of the motion for classical particle dynamical systems. For such systems a dynamical symmetry is a transformation which maps the set of all dynamical paths into itself. ${ }^{1}$ It is well known from the work of Noether ${ }^{2,3}$ how conditions for dynamical symmetries may be derived by use of the formalism of Hamilton's variational principle and that certain constants of the motion are concomitant with the existence of such dynamical symmetries. It is also well known from the work of Poisson that certain types of canonical transformations associated with the existence of constants of the motion may be interpreted as dynamical symmetry mappings at the level of Hamilton's equations. ${ }^{4}$

In several recent papers ${ }^{5-9}$ the present authors developed an additional symmetry-based method for obtaining constants of the motion. This method, which was published in various forms as "related integral theorems," provides a means for deriving additional constants of the motion based upon the deformations of a known constant of the motion under dynamical symmetry mappings.

It is a main purpose of this paper to give a unified proof of the above mentioned related integral theorems which will include all theorems of this type previously proven for specific classes of dynamical equations in both configuration space and phase space, and where applicable to compare various aspects of this method with the more familiar Noether and Poisson methods for obtaining constants of the motion.

We shall also show that by formulating the conditions for dynamical symmetries directly at the level of the dynamical equations (which we take in the form of Newton's equation, Hamilton's equations, Lagrange's equations, or the Hamilton-Jacobi equation) that we obtain certain new and interesting relationships between dynamical symmetries and constants of the motion.

Throughout this paper we shall base our dynamical symmetries upon the existence of infinitesimal point transformations (3.1). Any accompanying transformation (3.3) in the independent variable (dynamical path parameter) will be treated as a transformation which is correlated to the point mapping being considered. For the most part we shall also limit our discussions to con-
stants of the motion which have no explicit dependence upon the independent variable. We recognize that such mappings and/or constants of the motion are not the most general allowed in the traditional Noether and Poisson methods; however, they suffice for the purposes of explaining and comparing the various approaches to obtaining dynamical symmetries and constants of the motion. The time-dependent theory as well as field theory analogs will be considered in a later paper.
In Sec. 2 we first define the class of dynamical systems to be considered in terms of a system of general second order ordinary differential equations (2.1).

In Sec. 3 we mathematically formulate the conditions (3.13) for the existence of a dynamical symmetry mapping directly at the level of the above-mentioned differential equations.

In Sec, 4 we prove a generalized related integral theorem for the class of dynamical systems considered. We base this derivation directly upon the use of infinitesimal point mappings (with associated changes in path parameter) thereby eliminating the added conceptual complications associated with the Lie derivative approach used in previous formulations.

In Sec. 5 we specialize the general form of dynamical equations (2.1) to be of "Newtonian form" (5.1). These equations, which are taken to have a manifestly coordi-nate-covariant structure, embrace many important types of dynamical systems in that they allow for the inclusion of rather general velocity dependent forces. Based upon these equations we obtain a general form for the dynamical symmetry conditions as a direct application of the method explained in Sec. 3. As a detailed illustration we further specialize the Newtonian form of the dynamical equations to those of a conservative system. The specific symmetry conditions obtained [(5.15), (5.16)] indicate the dynamical symmetry mappings are basically projective collineations subject to additional restrictions dependent upon the form of the potential energy. By application of the related integral theorem to such systems it is found that the deformations of the energy integral with respect to the symmetry mappings generate additional quadratic constants of the motion. (For the Kepler problem and the threedimensional isotropic simple harmonic oscillator the well-known Runge-Lenz vector and symmetric tensor constants of the motion respectively have recently been obtained by this method. ${ }^{7}$ )
In Sec. 6 we specialize the basic dynamical equations (2.1) to the form of Hamilton's equations in phase space. ${ }^{10}$ The accompanying specialization in the dynamical symmetry conditions (3.13) results in symmetry conditions (6.4) which in general lead to noncanonical dynamical symmetry mappings. ${ }^{11}$ From the form of these symmetry conditions two methods for formulating associated constants of the motion are immediately obvious. The constants of the motion (6.6) resulting from one method are shown to be a direct consequence of the invariance of the divergence-free character of the integral curves of a Hamiltonian system under dynamical symmetry mappings. The constants of the motion (6.13) given by the second method result from the deformations
of the Hamiltonian of the system under the dynamical symmetry mappings. The constants of the motion associated with this latter approach are also shown to be obtainable from the phase space formulation of the related integral theorem.

It is also shown that the phase space form of the related integral theorem is a generalization of the wellknown Poisson's theorem on constants of the motion.

A simple application of this (phase space form of) related integral theorem to the three-dimensional isotropic harmonic oscillator shows that the well-known symmetric tensor and angular momenta constants of the motion result from symmetry-induced deformations of the Hamiltonian.

In Sec. 7 we specialize the general dynamical equations (2.1) to the form of Lagrange's equations. The accompanying specialization in the conditions (3.13) for dynamical symmetry mappings results in symmetry equations (formulated directly at the level of Lagrange's equations) which may be reexpressed in a new form (7.6) which displays a structure similar to Lagrange's equations.

From this form of the symmetry equations it is a simple matter to obtain a new formula (7.10) for associated constants of the motion. An investigation into the nature of these constants of the motion shows they may be reexpressed as the deformation of the energy integral under the above-mentioned dynamical symmetry mappings. Thus for this case we find the essential mechanism of the related integral theorem is actually contained within the equations which determine the conditions for a dynamical symmetry mapping. Two specific Lagrangians are chosen to illustrate consistency with results obtained when the dynamical equations were taken in Newtonian form and in Hamiltonian form.

In Sec. 8 we first give a short derivation of Noether's identity ( 8.5 ) which is independent of the integration processes of Hamilton's variational principle. ${ }^{3}$ We then make a comparison between the "Noether symmetry conditions" ( 8.6 ) based upon this well-known identity and the dynamical symmetry conditions (7.6) which were formulated directly at the level of Lagrange's equations. We find that even for the relatively simple case of a conservative dynamical system these two approaches lead to considerable differences in symmetries. For such systems we find that the Noether symmetries are fundamentally conformal mappings whereas the dynamical symmetries formulated directly at the level of Lagrange's equations are basically projective. Therefore the intersection of these two symmetry types is limited to homothetic mappings.

A comparison of the constants of the motion (7.10), (8.12) associated with these two approaches shows that, in general, they differ. For example, in the case of the three-dimensional isotropic harmonic oscillator we find the angular momenta first integrals are given by the Noether formula ( 8.12 ) and the symmetric tensor quadratic first integrals are given by the new formula (7.10). Hence the two methods of obtaining constants of the motion complement each other in this application.

In Sec. 9 we consider the problem of proving that the

Noether symmetry mapping conditions (as formulated from the Noether identity) can also be formulated directly at the level of the dynamical equations. We show for a conservative dynamical system that the demand that the set of solutions of the Hamilton-Jacobi equation maps into itself leads to the Noether symmetry conditions. Because the Hamilton-Jacobi equation is a representation of the dynamical equations in the transformation theory of mechanics we may thereby interpret the Noether mappings as dynamical symmetry mappings which are also demonstrable at the level of the dynamical equations. It then also follows that the constants of the motion associated with the Noether symmetries can be considered as concomitants of dynamical symmetries based upon the Hamilton-Jacobi equation.

## 2. DYNAMICAL SYSTEMS

Consider a system of $n$ second order differential equations ${ }^{12}$

$$
\begin{align*}
& E^{i}\left(x^{1}, \ldots, x^{n} ; \dot{x}^{1}, \ldots, \dot{x}^{n} ; \ddot{x}^{1}, \ldots, \ddot{x}^{n}\right) \equiv E^{j}(x, \dot{x}, \ddot{x})=0 \\
& j=1, \ldots, n, \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
\dot{x}^{i} \equiv \frac{d x^{i}}{d t}, \quad \ddot{x}^{i} \equiv \frac{d^{2} x^{i}}{d t^{2}} . \tag{2.2}
\end{equation*}
$$

We observe that Newton's equations, Lagrange's equations, and Hamilton's equations (mentioned in the introduction) are of the form (2.1). ${ }^{13}$
It is assumed that equations (2.1) satisfy the conditions for solvability of $\ddot{x}^{i}$ in terms of $x^{j}$, s and $\dot{x}^{j}, \mathrm{~s}$.

We represent the solutions of (2.1) in the form

$$
\begin{equation*}
x^{i}=f^{i}\left(a^{1}, \ldots, a^{n} ; b^{1}, \ldots, b^{n} ; t\right) \equiv f^{i}(a, b, t) \tag{2.3}
\end{equation*}
$$

where the $a^{i}$ and $b^{i}$ are $2 n$ constants of integration. For specific values of these $2 n$ constants equation (2.3) will define a curve $\gamma$. The totality of curves so obtained will be denoted by $\Gamma$. The coordinates $x^{i}$ of a particular curve $\gamma$ are denoted by

$$
\begin{equation*}
x_{\gamma}^{i}=f^{i}\left(a_{\gamma}, b_{\gamma}, t\right) \tag{2.4}
\end{equation*}
$$

In this paper we consider first integrals of the differential equations (2.1) which are of the form ${ }^{14}$

$$
\begin{equation*}
I(x, \dot{x})=\text { const } \tag{2.5}
\end{equation*}
$$

where it is understood that the left side of (2.5) when evaluated along any solution curve $\gamma \in \Gamma$ reduces to a constant $h_{\gamma}$. This is indicated by writing

$$
\begin{equation*}
I\left(x_{\gamma}, \dot{x}_{\gamma}\right)=h_{\gamma} \tag{2.6}
\end{equation*}
$$

It is important to note that the value of the constant $h_{\gamma}$ will in general vary from one solution curve to another.

## 3. DYNAMICAL SYMMETRIES

We wish to obtain mappings of the family $\Gamma$ of integral curves of (2.1) such that the family $\Gamma$ is mapped into itself in that $\Gamma \rightarrow \bar{\Gamma}=\Gamma$. Such mappings will be called dynamical symmetries. For purposes of this paper we shall limit these mappings to infinitesimal
point transformations of the form

$$
\begin{equation*}
\bar{x}^{i}=x^{i}+\delta x^{i}, \quad \delta x^{i} \equiv \xi^{i}(x) \delta a \quad(\delta a \equiv \text { infinitesimal }) \tag{3.1}
\end{equation*}
$$

with associated change in curve parameter $t$ based on a scalar $\phi(x)$ such that ${ }^{7}$

$$
\begin{equation*}
d \bar{t}=d t\{1+2 \phi[x(t)] \delta a\} . \tag{3.2}
\end{equation*}
$$

The notation $\phi[x(t)]$ indicates the function $\phi$ is to be evaluated along a solution curve. Hence we obtain from (3.2)

$$
\begin{equation*}
\bar{t}=t+\delta t, \quad \delta t \equiv \xi^{0}(t) \delta a \equiv\left\{\int 2 \phi[x(t)] d t+c\right\} \delta a . \tag{3.3}
\end{equation*}
$$

If (3.1), (3.2) are to satisfy the symmetry mapping requirement

$$
\begin{equation*}
\gamma \in \Gamma \rightarrow \bar{\gamma} \in \bar{\Gamma}, \quad \Gamma=\bar{\Gamma}, \tag{3.4}
\end{equation*}
$$

then we must have the coordinates of the mapped curves $\vec{\gamma}$ satisfy an equation of the form (2.4), namely

$$
\begin{equation*}
\bar{x}_{\bar{F}}^{i}=f^{t}\left(a_{y}, b_{\bar{\gamma}}, \bar{t}\right) \tag{3.5}
\end{equation*}
$$

It should be noted from the form of (2.4) that the param. eter $t$ is taken to be the same for all solution curves $\gamma \in \Gamma$. However, in (3.4) the parameter $\bar{t}$ will in general differ for each $\bar{\gamma} \in \bar{\Gamma}$. This follows as a result of the form of (3.3) from which it is apparent that in general each curve $x_{p}^{t}(t)$ determines a specific parameter $\bar{t}$ for its mapped image curve $\bar{x}_{\bar{\gamma}}^{\prime}(t)$.

The symmetry mapping condition (3.4) [or (3.5)] is expressed in terms of (2.1) by the requirement that

$$
\begin{equation*}
E^{f}(\bar{x}, \overline{\bar{x}}, \overline{\tilde{x}})=0 \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\dot{x}}^{i} \equiv d \bar{x}^{i} / d \bar{t}, \quad \overline{\bar{x}^{i}} \equiv d^{2} \bar{x}^{i} / d \bar{t}^{2} . \tag{3.7}
\end{equation*}
$$

The conditions on $\xi^{t}(x)$ and $\phi(x)$ so that (3.1), (3.2) define a symmetry mapping will be obtained from (3.6). We first derive some basic formulas in terms of the $\delta$ derivative defined below.

For any function $F(x, \ell, \ddot{x})$ we define ${ }^{15}$

$$
\begin{equation*}
\delta F(x, \dot{x}, \ddot{x})=\frac{\partial F}{\partial x^{4}} \delta x^{i}+\frac{\partial F}{\partial \dot{x}^{4}} \delta \dot{x}^{i}+\frac{\partial F}{\partial \dot{x}^{4}} \delta \ddot{x}^{i}, \tag{3.8}
\end{equation*}
$$

where from (3.1) and (3.2) we obtain (to first order in $\delta a)$

$$
\begin{align*}
\delta \dot{x}^{i} \equiv \overline{\dot{x}}^{i}-\dot{x}^{i} & =\frac{d}{d t}\left(x^{i}+\xi^{i} \delta a\right) \frac{d t}{d \bar{t}}-\dot{x}^{i}=\left(-2 \phi \dot{x}^{i}+\xi_{, m}^{i} \dot{x}^{m}\right) \delta a,  \tag{3.9}\\
\delta \ddot{x}^{i} \equiv \overline{x^{i}}-\ddot{x}^{i} & =\frac{d}{d t}\left[\dot{x}^{i}+\left(-2 \phi \dot{x}^{i}+\xi_{, m}^{i} \dot{x}^{m}\right) \delta a\right] \frac{d t}{d \bar{t}}-\ddot{x}^{i} \\
& =\left(-4 \phi \ddot{x}^{i}-2 \phi, m^{\dot{x}^{m}} \dot{x}^{i}+\xi_{, m k}^{i} \dot{x}^{m} \dot{x}^{k}+\xi_{, m}^{i} \ddot{x}^{m}\right) \delta a, \tag{3.10}
\end{align*}
$$

where we have made use of the relation [obtained from (3.2)]

$$
\begin{equation*}
\frac{d t}{d \bar{t}}=(1+2 \phi \delta a)^{-1}=1-2 \phi \delta a \tag{3.11}
\end{equation*}
$$

We now expand the left side of (3.6) in the form

$$
\begin{align*}
E^{j}(\bar{x}, \bar{x}, \bar{x})= & E^{j}(x+\delta x, \dot{x}+\delta \dot{x}, \ddot{x}+\delta \ddot{x})=E^{j}(x, \dot{x}, \ddot{x}) \\
& +\delta E^{j}(x, \dot{x}, \ddot{x}) . \tag{3.12}
\end{align*}
$$

From (2,1) and (3.6) we obtain as a condition for a dynamical symmetry based upon the infinitesimal mapping (3.1), (3.2) the equation

$$
\begin{equation*}
\delta E^{j}=\frac{\partial E^{j}}{\partial x^{i}} \delta x^{i}+\frac{\partial E^{j}}{\partial \dot{x}^{i}} \delta \dot{x}^{i}+\frac{\partial E^{j}}{\partial \ddot{x}^{i}} \delta \ddot{x}^{i}=0 . \tag{3.13}
\end{equation*}
$$

To obtain the above mentioned conditions on $\xi^{i}$ and $\phi$ such that (3.1), (3.2) define symmetry mapping we first replace in ( 3.13 ) the $\delta x^{4}, \delta \dot{x}^{4}, \delta \ddot{x}^{4}$ by use of the respective formulas (3.1), (3.9), (3.10). Then all $\ddot{x}^{i}$ terms which appear in the resulting equations are to be replaced by use of (2.1). The equations so obtained will in general be of the form

$$
\begin{equation*}
F^{j}\left(x^{i}, \dot{x}^{i}, \phi, \phi,,_{,}, \xi^{i}, \xi_{, m}^{i}, \xi_{, m k}^{i}\right)=0 \tag{3.14}
\end{equation*}
$$

Equations (3.14) are considered as identically zero in the $\vec{x}^{i}$ variables since otherwise they would impose constraints on the dynamical system. The equations resulting from the consideration of (3.14) as such identities will give the symmetry mapping conditions on the $\xi^{i}(x)$ and $\phi(x) .{ }^{18}$ This procedure will be illustrated in later sections.

## 4. RELATED INTEGRAL THEOREM

With reference to the general dynamical systems (2.1) we prove a related integral theorem which is based upon the use of the $\delta$-derivative. Previous such theorems were obtained for specific dynamical equations and were formulated in terms of Lie derivatives. ${ }^{5-9}$

We now assume the dynamical system (2.1) admits a first integral (constant of the motion) of the form $I(x, \dot{x})$ so that along each integral curve $\gamma \in \Gamma$ equation (2.6) is applicable. In addition, we assume that (3.1), (3.2) define a dynamical symmetry mapping (3.4). As a result we have along each integral curve $\bar{\gamma} \in \bar{\Gamma}$

$$
\begin{equation*}
I\left(\bar{x}_{\bar{\gamma}}, \bar{x}_{\bar{\gamma}}\right)=h_{\bar{\gamma}} \equiv h_{r}+\delta h_{\gamma} . \tag{4.1}
\end{equation*}
$$

Expansion of (4.1) gives

$$
\begin{equation*}
I\left(x_{\gamma}, \dot{x}_{\gamma}\right)+\delta I\left(x_{\gamma}, \dot{x}_{\gamma}\right)=h_{\gamma}+\delta h_{\gamma^{\circ}} \tag{4.2}
\end{equation*}
$$

If in (4.2) we further expand $\delta I$ by means of a formula similar to (3.8) and make use of (2.6) we obtain

$$
\left.\begin{array}{rl}
\delta I\left(x_{\gamma}, \dot{x}_{\gamma}\right) & =\left(\frac{\partial I}{\partial x^{i}} \xi^{i}+\frac{\partial I}{\partial \dot{x}^{i}}\left(-2 \phi \dot{x}^{i}+\xi_{, j}^{i} \dot{x}^{j}\right)\right.
\end{array}\right) \gamma \sigma=c_{\gamma} \delta a, ~, ~ c_{\gamma} \delta a \equiv \delta h_{\gamma} .
$$

We can thus state
Theorem 4.1 (related integral theorem): If a dynamical system (2.1) admits a constant of the motion (2.6), and if the system admits an infinitesimal dynamical symmetry as defined in Sec. 3, then in general there will exist an additional constant of the motion defined by

$$
\begin{equation*}
\frac{\partial I}{\partial x^{i}} \xi^{i}+\frac{\partial I}{\partial \dot{x}^{i}}\left(-2 \phi \dot{x}^{i}+\xi_{, j}^{i} \dot{x}^{j}\right)=c \tag{4.4}
\end{equation*}
$$

Remark: This theorem includes previous statements of related integral theorems. ${ }^{5-8}$

## 5. APPLICATION 1: NEWTONIAN FORM OF THE DYNAMICAL EQUATIONS

As a first application of the methods discussed in Sec. 3 (for obtaining conditions for dynamical symmetries) and Sec. 4 (for obtaining constants of the motion) we consider those systems whose dynamical equations may be expressed in what we will refer to as the "Newtonian form"

$$
\begin{equation*}
E^{i} \equiv \frac{D^{2} x^{i}}{d t^{2}}+\sum_{m=0}^{N} P_{j_{1} \cdots j_{m}} \dot{x}^{j_{1}} \ldots \dot{x}^{j_{m}}=0 \quad \text { (Ref. 17) } \tag{5.1}
\end{equation*}
$$

In (5.1) the tensor coefficients $P_{j_{1}}^{i} \ldots j_{m}$ (which are completely symmetric in the lower indices) are functions of the coordinates only, and

$$
\begin{equation*}
\frac{D^{2} x^{i}}{d t^{2}} \equiv \ddot{x}^{i}+\Gamma_{j k}^{i}(x) \dot{x}^{j} \dot{x}^{k} \tag{5.2}
\end{equation*}
$$

where $\Gamma_{j k}^{i}$ is the Christoffel symbol based upon the metric tensor $g_{i j}$ of the configuration space. This form of $E^{i}$ embraces many important types of dynamical systems in both relativistic and nonrelativistic mechanics.

To obtain the conditions for a dynamical symmetry [as indicated by (3.13)] based on (5.1) we first evaluate

$$
\begin{align*}
\delta \frac{D^{2} x^{i}}{d t^{2}}= & \delta\left(\ddot{x}^{i}+\Gamma_{j k}^{i} \dot{x}^{i} \dot{x}^{k}\right)=\left(-4 \phi \frac{D^{2} x^{i}}{d t^{2}}+\xi_{, m}^{i} \ddot{x}^{m}\right.  \tag{5.3}\\
& \left.+\left(\Gamma_{j k, m}^{i} \xi^{m}+2 \Gamma_{m k}^{i} \xi_{, j}^{m}+\xi_{, j k}^{i}-2 \phi_{, j} \delta_{k}^{i}\right) \dot{x}^{j} \dot{x}^{k}\right) \delta a
\end{align*}
$$

where use has been made of (3.1), (3.8), (3.9), (3.10). Next we obtain

$$
\begin{align*}
& \delta \sum_{m=0}^{N} P_{j_{1} \cdots j_{m}}^{i} \dot{x}^{j_{1} \ldots \dot{x}_{m}}=\sum_{m=0}^{N}\left[P_{j_{1} \ldots j_{m}, k}^{i} \xi^{k}\right.  \tag{5.4}\\
& +m\left(-2 \phi \delta_{j_{m}}^{k}+\xi_{, j_{m}}^{k}\right) P_{j_{1} \ldots j_{m-1}}^{i}{ }^{k} \dot{x}^{j_{1}} \ldots \dot{x}_{m-1}^{j^{j}} \dot{x}^{j_{m}} \delta a
\end{align*}
$$

If now we substitute from (5.3) and (5.4) into

$$
\begin{equation*}
\delta E^{i}=\delta \frac{D^{2} x^{i}}{d t^{2}}+\delta \sum_{m=0}^{N} P_{j_{1} \cdots j_{m}}^{i} \dot{x}^{j_{1}} \cdots \dot{x}^{j_{m}}=0 \tag{5.5}
\end{equation*}
$$

and eliminate the $\ddot{x}^{i}$ terms by means of (5.1), we obtain

$$
\begin{align*}
& \sum_{m=0}^{N}\left[\delta_{l} P_{j_{1} \cdots j_{m}}^{i}-2(m-2) \phi P_{j_{1} \cdots j_{m}}^{i}\right] \dot{x}^{j_{1}} \ldots \dot{x}^{j_{m}} \\
& \left.\quad+£_{\xi} \Gamma_{j_{k}}^{i}-\delta_{j}^{i} \phi_{\theta_{k}}-\delta_{k}^{i} \phi_{, j}+£_{\xi} P_{j_{k}}^{i}\right) \dot{x}^{j} \dot{x}^{k}=0 \tag{5.6}
\end{align*}
$$

where ( $\varepsilon_{\xi}$ indicates Lie derivative with respect to the vector $\left.\xi^{!}\right)^{18}$

$$
\begin{align*}
\boldsymbol{£}_{\xi} \Gamma_{j_{k}}^{i}=\xi_{, k j}^{i} & +\xi_{, j}^{m} \Gamma_{m k}^{i}+\xi_{, k}^{m} \Gamma_{m j}^{i}-\xi_{, m}^{i} \Gamma_{j k}^{m}+\xi^{m} \Gamma_{j_{k}, m}^{i},  \tag{5.7}\\
\mathscr{\&}_{\xi} P_{j_{1} \cdots j_{m}}^{i}= & P_{j_{1} \cdots j_{m}, k}^{i} \xi^{k}+P_{k j 2}^{i} \cdots j_{m} \xi_{, j_{1}}^{k}+P_{j_{1} k j_{3} \cdots j_{m}}^{i} \xi_{, j_{2}}^{k} \\
& +\cdots+P_{j \cdots j_{m-k}}^{i} \xi_{, j_{m}}^{k}-P_{j_{1} \cdots j_{m}}^{k} \xi_{, k}^{i}, \tag{5.8}
\end{align*}
$$

and where $\Sigma^{\prime}$ means omit $m=2$ in the sum.
As discussed in the comment following (3.14) we set the coefficients of the $\dot{x}^{\dot{j}_{1}} \ldots \dot{x}^{\dot{j}} m$ terms equal to zero and obtain as conditions for a dynamical symmetry of (5.1)

$$
\begin{align*}
& £_{\ell} P_{j_{1} \cdots j_{m}}^{i}-2(m-2) \phi P_{j_{1} \cdots j_{m}}^{i}=0, \quad m \neq 2,  \tag{5.9}\\
& £_{\xi} \Gamma_{j k}^{j}-\delta_{j}^{i} \phi_{, k}-\delta_{k}^{i} \phi \phi_{, j}+£_{\xi} P_{j_{k}}^{i}=0 . \tag{5.10}
\end{align*}
$$

The first three cases of (5.9) $[m=0,1,3]$ are as follows:

$$
\begin{align*}
& m=0: £_{\xi} P^{i}+4 \phi P^{i}=0,  \tag{5.11}\\
& m=1: £_{\xi} P_{j}^{i}+2 \phi P_{j}^{i}=0,  \tag{5.12}\\
& m=3: £_{\ell} P_{h j_{k}}^{i}-2 \phi P_{h j_{k}}^{i}=0 . \tag{5.13}
\end{align*}
$$

To specialize (5.1) to the case of a conservative dynamical system we take $N=0$ and $P^{i} \equiv g^{d j} V_{, j}$ [where $V(x)$ is the potential energy] which reduces (5.1) to

$$
\begin{equation*}
\frac{D^{2} x^{i}}{d t^{2}}+g^{i j} V_{, j}=0 \tag{5.14}
\end{equation*}
$$

The symmetry conditions $(5.9),(5.10)$ [the appropriate form of (5.9) is (5.11) for this case] become ${ }^{19}$

$$
\begin{align*}
& 4 \phi g^{i j} V_{, j}+g^{i j} V_{; j k} \xi^{k}-g^{j k} V_{, j} \xi_{; k}^{i}=0 \quad \text { (Ref. 20) },  \tag{5.15}\\
& £_{\xi} \Gamma_{j k}^{i}=\delta_{j}^{i} \phi_{, k}+\delta_{k}^{i} \phi_{, j} . \tag{5.16}
\end{align*}
$$

As an application of Theorem 4.1 (related integral theorem) for this case, we consider the deformation of the energy integral

$$
\begin{equation*}
I(x, \dot{x}) \equiv \frac{1}{2} g_{i j} \dot{x}^{i} \dot{x}^{j}+V(x)=\text { const } \tag{5.17}
\end{equation*}
$$

with respect to the symmetry vector $\xi^{i}$ [and associated scalar $\phi(x)]$ which satisfies (5.15), (5.16). We obtain from (4.4) the derived constant of the motion ${ }^{21}$

$$
\begin{equation*}
\delta I \equiv \frac{1}{2}\left(£_{k} g_{i j}-4 \phi g_{i j}\right) \dot{x}^{i} \dot{x}^{j}+V_{, k} \xi^{k}=\text { const. } \tag{5.18}
\end{equation*}
$$

It should be noted that if (5.15) is satisfied by a motion vector $\xi^{i}$, i.e., if

$$
\begin{equation*}
£_{\xi} g_{i j} \equiv \xi_{i ; j}+\xi_{j ; i}=0 \tag{5.19}
\end{equation*}
$$

then it follows that $\phi=0$. It can be shown that (5.15) reduces to [if use be made of (5.19)]

$$
\begin{equation*}
\left(V_{, i} \xi^{i}\right)_{, j}=0 \tag{5.20}
\end{equation*}
$$

which implies

$$
\begin{equation*}
V_{, i} \xi^{i}=k \tag{5.21}
\end{equation*}
$$

where $k$ is constant (throughout the space).

## 6. APPLICATION 2: HAMILTON'S EQUATIONS ${ }^{10}$

In this section we choose $E^{j}$ of (2.1) to be all first order equations which have the form of Hamilton's equations ${ }^{22}$

$$
\begin{equation*}
E^{A} \equiv \dot{x}^{A}-\eta^{A B} H_{, B}=0, \quad A, B=1, \ldots, 2 n \tag{6.1}
\end{equation*}
$$

where $H(x)$ the Hamiltonian, expressed in terms of the $2 n$ coordinates $x^{A}$ of phase space, which are defined in terms of the generalized coordinates $q^{i}$ and their conjugate momenta $p_{i}$ by the relation

$$
\left(x^{1}, \ldots, x^{n} ; x^{n+1}, \ldots, x^{2 n}\right) \equiv\left(q^{1}, \ldots, q^{n} ; p_{1}, \ldots, p_{n}\right) \cdot(6.2)
$$

The symplectic matrix $\left[\eta^{A B}\right]$ is defined by ${ }^{33}$

$$
\left[\eta^{A B}\right] \equiv\left[\begin{array}{c|c}
0_{n} & I_{n}  \tag{6.3}\\
\hline-I_{n} & 0_{n}
\end{array}\right]
$$

Based upon the dynamical equation (6.1) we shall utilize the method of Sec. 3 (as applied to first order equations) to formulate conditions which the mapping vector $\xi^{A}\left(x^{1}, \ldots, x^{2 n}\right)$ and associated scalar $\phi\left(x^{1}, \ldots, x^{2 n}\right)$ must satisfy such that ( 3.1 ), ( 3.2 ) (with $x^{i} \rightarrow x^{A}$ ) define a dynamical symmetry mapping within the phase space. It will then be shown that the existence of such symmetries leads in general to associated constants of the motion. In addition, we shall show that the related integral theorem in phase space may be considered as a generalization of the well-known Poisson theorem on constants of the motion.

We first substitute from (6.1) into (3.13) and make use of (3.8), (3.1), (3.9), and (6.1) (to eliminate the $\dot{x}^{A}$ terms) to obtain as the condition for dynamical symmetry the equation ${ }^{24}$

$$
\begin{equation*}
-2 \phi \eta^{A B} H_{, B}+\eta^{C B} \xi_{, C}^{A} H_{, B}-\eta^{A B} H_{, B C} \xi^{C}=0 \tag{6.4}
\end{equation*}
$$

By taking the divergence of (6.4) we immediately obtain

$$
\begin{equation*}
\eta^{A B}\left(\xi_{, C}^{C}-2 \phi\right)_{, A} H_{, B}=0 \tag{6.5}
\end{equation*}
$$

which implies that $\xi_{, c}^{C}-2 \phi$ is a constant of the motion. ${ }^{25}$ Hence we may state

Theorem 6.1: If $\xi^{A}(x)$ and associated $\phi(x)$ satisfy the dynamical symmetry equation (6.4), then

$$
\begin{equation*}
\xi_{; A}^{A}-2 \phi=k \tag{6.6}
\end{equation*}
$$

is a constant of the motion of the dynamical system (6.1).

We now give an alternative approach which shows that (6.6) follows as a consequence of the invariance under dynamical symmetry mapping of the divergence-free character of the integral curve congruence defined by (6.1). To do this we first rewrite (3.9) in the form

$$
\begin{equation*}
\overline{\dot{x}}^{A}=\dot{x}^{A}+\left(-2 \phi \dot{x}^{A}+\xi_{, ~}^{A}{ }^{\dot{x}}{ }^{4 /}\right) \delta a \tag{6.7}
\end{equation*}
$$

We form the divergence of (6.7) to obtain ${ }^{28}$

$$
\begin{equation*}
\bar{\partial}_{A} \bar{x}^{A}=\partial_{B}\left[\dot{x}^{A}+\left(-2 \phi \dot{x}^{A}+\xi_{, M}^{A} \dot{x}^{\mu}\right) \delta a\right] \frac{\partial x^{B}}{\partial \bar{x}^{A}} \tag{6,8}
\end{equation*}
$$

From (6.8), by use of (3.1) we find

$$
\begin{equation*}
\bar{\partial}_{A} \bar{x}^{A}=\partial_{A} \dot{x}^{A}+\left[\left(\xi_{; A}^{A}-2 \phi\right)_{, B} \dot{x}^{B}-2 \phi \partial_{A} \dot{x}^{A}\right] \delta a \tag{6.9}
\end{equation*}
$$

It follows immediately from (6.1) that $\partial_{A} \dot{x}^{A}=\eta^{A B} H_{, A B}$ $=0$; hence (6.9) reduces to

$$
\begin{equation*}
\bar{\partial}_{A} \bar{o}^{{ }^{A}}=\frac{d}{d t}\left(\xi_{, A}^{A}-2 \phi\right) \delta a \tag{6.10}
\end{equation*}
$$

Since the demand for dynamical symmetry [refer to (3.6)] requires the left side of ( 6.10 ) be zero, if follows that (6.6) holds. Alternatively, from Theorem 6.1 it follows that the right side of ( 6.10 ) vanishes which shows the left side is zero; this in turn verifies the invariance of the divergence-free character of the integral curves
of (6.1) under dynamical symmetry mapping.
We may utilize (6.6) to evaluate the change in differential path parameter which is associated with the symmetry mapping defined by the vector $\xi^{A}$. By use of (6.6) and (3.2) we thus obtain

$$
\begin{equation*}
d \bar{t}=d t\left[1+\left(\xi_{, A}^{A}-k\right) \delta a\right] \tag{6.11}
\end{equation*}
$$

We give now a second method for obtaining constants of the motion concomitant with the existence of dynamical symmetry mappings of (6.1). If (6.4) is contracted with $H_{, A}$, then the resulting equation may be written in the form

$$
\begin{equation*}
\eta^{B A}(\delta H)_{, B} H_{, A}=0, \quad \delta H \equiv H_{, C} \xi^{c} \delta a \tag{6.12}
\end{equation*}
$$

which implies $\delta H / \delta a$ is a constant of the motion. This allows us to state

Theorem 6.2: If $\xi^{A}(x)$ satisfies the dynamical symmetry equation (6.4), then in general the dynamical system (6.1) will admit the concomitant constant of the motion

$$
\begin{equation*}
\frac{\delta H}{\delta a} \equiv H(x)_{, A} \xi^{A} . \tag{6.13}
\end{equation*}
$$

We next consider the related integral theorem 4.1 as applied to phase space. Assume then that the dynamical system (6.1) has a constant of the motion of the form $I(x)$. Theorem 4.1 then states that

$$
\begin{equation*}
\frac{\delta I}{\delta a}=I_{, A} \xi^{A} \tag{6.14}
\end{equation*}
$$

is also a constant of the motion, provided $\xi^{A}$ is a solution of (6.4).

Since the dynamical equations (6.1) were based upon a Hamiltonian which was assumed to have no explicit time dependence it immediately follows that $H(x)$ is a constant of the motion. We may therefore take $I(x)$ $\equiv H(x)$ in (6.14). This gives a second derivation of (6.13).

If the dynamical system (6.1) admits an $r$-parameter dynamical symmetry group defined by the vectors $\xi_{\alpha}^{A}$, $\alpha=1, \ldots, r$, then the first and second derived integrals $I_{\alpha}, I_{\alpha \beta}$ satisfy the relation ${ }^{8}$

$$
\begin{equation*}
I_{\beta \alpha}-I_{\alpha \beta}=C_{\beta \alpha}^{\gamma} I_{\gamma} \tag{6.15}
\end{equation*}
$$

where $I_{\alpha} \equiv \delta_{\alpha} I / \delta a_{\alpha}, I_{\beta \alpha} \equiv \delta_{\beta} I_{\alpha} / \delta a_{\beta}$, and $C_{\beta \alpha}^{\gamma}$ are the structure constants of the group. ${ }^{27}$

It can easily be shown that the (Poisson) vector

$$
\begin{equation*}
\xi_{(P)}^{A} \equiv \eta^{A B} M_{, B} \tag{6.16}
\end{equation*}
$$

where $M(x)$ is a constant of the motion, is always a solution of (6.4) for the choice $\phi=0$. For such a symmetry vector $(6,14)$ takes the form

$$
\begin{equation*}
\frac{\delta I}{\delta a}=\eta^{A B} I_{, A} M_{, B} \tag{6.17}
\end{equation*}
$$

which is Poisson's theorem on constants of the motion. ${ }^{4}$ Hence we may consider the phase space formulation of the related integral theorem as a generalization of Poisson's theorem.

As a simple illustration of Theorem 6.2 we consider an $n$-dimensional isotropic harmonic oscillator in an $n$ -
dimensional Euclidean configuration space referred to rectangular coordinates. For this case the Hamiltonian $H(x)$ takes the form

$$
\begin{equation*}
H=\frac{1}{2} \delta_{A B} x^{A} x^{B}, \quad A, B=1, \ldots, 2 n . \tag{6.18}
\end{equation*}
$$

It can be shown for such a Hamiltonian that a solution to (6.4) is ${ }^{28}$

$$
\begin{equation*}
\xi^{A}=B_{M}^{A} x^{M}, \quad \phi=0 \tag{6.19}
\end{equation*}
$$

where the $2 n \times 2 n$ matrix [ $B_{M}^{A}$ ] is given by

$$
\left[B_{M}^{A}\right] \equiv\left[\begin{array}{c|c}
a_{j}^{i} & b_{j}^{i}  \tag{6.20}\\
\hline-b_{j}^{i} & a_{j}^{i}
\end{array}\right],
$$

where the arbitrary constants $a_{j}^{i}$ and $b_{j}^{i}$ are the elements of $n \times n$ matrices. It can be shown that (6.19) defines a $2 n^{2}$-parameter group of dynamical symmetries.

It now follows from (6.13) by use of (6.18), (6.19) that this dynamical system will have the constants of the motion

$$
\begin{equation*}
\frac{\delta H}{\delta a}=H_{, A} \xi^{A}=B_{C}^{A} x^{A} x^{C}=\text { const. } \tag{6.21}
\end{equation*}
$$

By use of (6.20) and (6.2) Eq. (6.21) can be written in the form

$$
\begin{equation*}
\frac{\delta H}{\delta a}=a_{j}^{i}\left(q^{i} q^{j}+p_{i} p_{j}\right)+b_{j}^{i}\left(q^{i} p_{j}-q^{j} p_{i}\right)=\text { const } . \tag{6.22}
\end{equation*}
$$

We recognize by inspection of (6.22) the well-known symmetric tensor and angular momenta constants of the motion associated with the oscillator problem. ${ }^{7}$ It is of particular interest that these constants of the motion may be considered as deformations in the Hamiltonian as a result of dynamical symmetry mappings.

For the particular symmetry vector (6.19), (6.20) the corresponding constant of the motion (6.6) predicted by Theorem 6.1 is trivial. However, the general symmetry vector solution of (6.4) for this problem leads to nontrivial constants of the motion (6.6). ${ }^{28}$

## 7. APPLICATION 3: LAGRANGE'S EQUATIONS

Next we shall base our formulation of dynamical symmetry conditions on dynamical equations which we assume to have the form of Lagrange's equation
$E_{j} \equiv \frac{\partial L}{\partial x^{j}}-\frac{d}{d t} \frac{\partial L}{\partial \dot{x}^{j}}=\frac{\partial L}{\partial x^{j}}-\frac{\partial^{2} L}{\partial \dot{x}^{j} \partial x^{k}} \dot{x}^{k}-\frac{\partial^{2} L}{\partial x^{j} \partial x^{k}} \ddot{x}^{k}=0$,
where $L \equiv L\left(x^{i}, \dot{x}^{i}\right)$. For such Lagrangians it is well known that the dynamical equation (7.1) admits the constant of the motion

$$
\begin{equation*}
E(x, \dot{x}) \equiv \frac{\partial L}{\partial \dot{x}^{i}} \dot{x}^{i}-L . \tag{7.2}
\end{equation*}
$$

We shall show that when based upon Lagrange's equation (7.1) the basic condition for dynamical symmetry (3.13) may be expressed in an interesting alternative form. This new form immediately reveals the existence of constants of the motion concomitant with these dynamical symmetries and in addition allows a direct comparison with the Noether approach to the formulation of dynamical symmetries and associated constants of the motion.

We first formulate the conditions (as outlined in Sec. 3) that the infinitesimal mapping (3.1), (3.3) define a dynamical symmetry of the system (7.1). Substitution of (7.1) into (3.13) with use of (3.1), (3.9), (3.10) gives

$$
\begin{align*}
\delta E_{j}= & \left(\frac{\partial^{2} L}{\partial x^{i} \partial x^{j}}-\frac{\partial^{3} L}{\partial x^{i} \partial \dot{x}^{j} \partial x^{k}} \dot{x}^{k}-\frac{\partial^{3} L}{\partial x^{i} \partial \dot{x}^{j} \partial \dot{x}^{\dot{x}}} \ddot{x}^{k}\right) \xi^{i} \delta a \\
& +\left(\frac{\partial^{2} L}{\partial \dot{x}^{i} \partial x^{j}}-\frac{\partial^{3} L}{\partial \dot{x}^{i} \partial \dot{x}^{j} \partial x^{x}} \dot{x}^{k}-\frac{\partial^{2} L}{\partial \dot{x}^{j} \partial x^{i}}-\frac{\partial^{3} L}{\partial \dot{x}^{i} \partial \dot{x}^{j} \partial \dot{x}^{k}} \ddot{x}^{k}\right) \\
& \times\left(-2 \phi \dot{x}^{i}-\xi_{, m}^{i} \dot{x}^{m}\right) \delta a \\
& +\frac{\partial^{2} L}{\partial \dot{x}^{j} \dot{x}^{\dot{\circ}}}\left[4 \phi \ddot{x}^{i}+2 \phi,{ }_{m} \ell^{m} \dot{x}^{i}\right. \\
& \left.-\xi_{, m k}^{i} \dot{x}^{m} \dot{x}^{k}-\xi_{, m}^{i} \ddot{x}^{m}\right] \delta a=0 . \tag{7.3}
\end{align*}
$$

We now show that (7.3) may be expressed in a form which allows further insight into the nature of this dynamical symmetry condition. By use of (3.1), (3.8), and (3.9) we first obtain

$$
\begin{equation*}
\delta L=\left(\frac{\partial L}{\partial x^{i}} \xi^{i}+\frac{\partial L}{\partial \dot{x}^{i}}\left(-2 \phi \dot{x}^{i}+\xi_{, m}^{i} \dot{x}^{m}\right)\right) \delta a, \tag{7.4}
\end{equation*}
$$

and define the function $N$ (which we refer to as the Noether function) by

$$
\begin{equation*}
N(x, \dot{x}) \delta a \equiv \delta L+2 \phi L \delta a . \tag{7.5}
\end{equation*}
$$

It now follows by a straightforward calculation that (7.3) may be expressed in the above-mentioned alternative form [by use of (7.1)] ${ }^{29}$

$$
\begin{equation*}
\delta E_{j}=\frac{\partial N}{\partial x^{j}}-\frac{d}{d t} \frac{\partial N}{\partial \dot{x}^{j}}+\mathbf{2} \phi_{\cdot j} E=0 \tag{7.6}
\end{equation*}
$$

where $E(x, \dot{x})$ is defined by (7.2).
The above may be summarized by stating
Theorem 7.1: A necessary and sufficient condition that an infinitesimal transformation (3.1), (3.3) define a dynamical symmetry of the Lagrangian dynamical system (7.1) is that (7.6) hold for all solutions of (7.1).
We next assume that Lagrange's equation (7.1) admits a dynamical symmetry mapping as described by Theorem 7.1. It now follows from the contraction of (7.6) with $\dot{x}^{j}$ that

$$
\begin{equation*}
\frac{\partial N}{\partial x^{j}} \dot{x}^{j}-\frac{d}{d t}\left(\frac{\partial N}{\partial \dot{x}^{j}}\right) \dot{x}^{j}+2 \frac{d \phi}{d t} E=0 . \tag{7.7}
\end{equation*}
$$

By use of (7.2) and the relation

$$
\begin{equation*}
\frac{d N}{d t} \equiv \frac{\partial N}{\partial x^{j}} \dot{x}^{j}+\frac{\partial N}{\partial \dot{x}^{j}} \ddot{x}^{j}, \tag{7.8}
\end{equation*}
$$

we may express (7.7) in the form

$$
\begin{equation*}
\frac{d}{d t}\left(N-\frac{\partial N}{\partial \dot{x}^{j}} \dot{x}^{j}+2 \phi E\right)=0 \tag{7.9}
\end{equation*}
$$

Expansion of the term in parentheses in (7.9) by use of (7.2) and ( 7.5 ) gives the constant of the motion

$$
\begin{equation*}
\frac{\partial(\delta L)}{\partial \dot{x}^{j}} \dot{x}^{j}-\delta L \tag{7.10}
\end{equation*}
$$

Hence we may state

Therem 7.2: If a Lagrangian dynamical system (7.1) based upon $L(x, \dot{x})$ admits a dynamical symmetry as described in Theorem 7.1, then in general the system will admit a constant of the motion of the form (7.10).

To further our understanding of the meaning of the constant of the motion ( 7.10 ) we note that if (7.4) is used in (7.10) the resulting expression may be expanded and regrouped to give

$$
\begin{equation*}
\frac{\partial(\delta L)_{\dot{x}^{j}}}{\partial \dot{x}^{j}}-\delta L=\delta\left(\frac{\partial L}{\partial X^{j}} \dot{x}^{j}-L\right)=\text { const. } \tag{7.11}
\end{equation*}
$$

We thus find that the constant of the motion (7.10) is the deformation of the energy integral under the dynamical symmetry mapping described by Theorem 7.1. It is now apparent that ( 7.10 ) could also be obtained by the related integral theorem 4.1.

We illustrate the Lagrangian formulation of the dynamical symmetry equation (7.6) by choosing a Lagrangian which characterizes a conservative dynamical system ${ }^{30}$ :

$$
\begin{equation*}
L(x, \dot{x}) \equiv \frac{1}{2} g_{i j} \dot{x}^{i} \dot{x}^{j}-V(x) . \tag{7.12}
\end{equation*}
$$

By use of formulas (3.1), (3.8), and (3.9) we find that $\delta L$ based upon (7.12) is of the form

$$
\begin{equation*}
\delta L=\left[\frac{1}{2}\left(£_{\xi} g_{j k}-4 \phi g_{j k}\right)^{j} \dot{x}^{k}-V_{, j} \xi^{j}\right] \delta a, \tag{7.13}
\end{equation*}
$$

and [refer to (7.5)] the Noether function is given by

$$
\begin{equation*}
N \delta a=\left[\frac{1}{2}\left(f_{k} g_{j_{k}}-2 \phi g_{j_{k}}\right) \dot{x}^{j} \dot{x}^{k}-\left(2 \phi V+V_{, j} \xi^{j}\right)\right] \delta a . \tag{7.14}
\end{equation*}
$$

From (7.2) and (7.12) we have

$$
\begin{equation*}
E=\frac{1}{2} g_{j k} \dot{x}^{i} \dot{x}^{k}+V \tag{7.15}
\end{equation*}
$$

and it then follows by use of (7.14), (7.15), and (5.14) (which is used to eliminate $\left.\ddot{x}^{k}\right)^{31}$ that the expansion of the symmetry condition (7.6) leads to

$$
\begin{align*}
\left(\mathfrak{E}_{\xi} \Gamma_{j k}^{i}-\delta_{j}^{i} \phi_{, k}-\delta_{k}^{i} \phi_{, j}\right) \dot{x}^{j} \dot{x}^{k}+\left(4 \phi g^{i j} V_{, j}\right. & +g^{i j} V_{; j k} \xi^{k} \\
& \left.-g^{j k} V_{, j} \xi_{; k}^{i}\right)=0 . \tag{7.16}
\end{align*}
$$

Since (7.16) must hold as an identity in the $\bar{x}^{k}$ 's, we again obtain (5.15) and (5.16) as the conditions on $\xi^{i}$ and $\phi$ for dynamical symmetry.

It now follows with $L(x, \dot{x})$ given by (7.12) that the concomitant constant of the motion ( 7,10 ) associated with the existence of the dynamical symmetry (7.6) is the derived constant of the motion (5.18), as would be expected.

We give another illustration of the Lagrangian formulation of dynamical symmetry conditions and associated constants of the motion by taking ${ }^{32}$

$$
\begin{equation*}
L(x, \dot{x}) \equiv \frac{1}{2} \eta_{A B} x^{A} \dot{x}^{B}-H\left(x^{A}\right), A, B=1, \ldots, 2 n, \tag{7.17}
\end{equation*}
$$

where the matrix $\left[\eta_{A B}\right.$ ] is the inverse to the matrix [ $\eta^{A B}$ ] [defined by (6.3)], $H\left(x^{A}\right)$ is the Hamiltonian, and the $x^{A}$ are defined by (6.2). ${ }^{33}$ Based upon (7.17), the formal expansion of Lagrange's equation

$$
\begin{equation*}
E_{C} \equiv \frac{\partial L}{\partial x^{C}}-\frac{d}{d t} \frac{\partial L}{\partial \dot{x}^{C}}=0 \tag{7.18}
\end{equation*}
$$

gives Hamilton's equation (6.1)。

The condition (7.6) for a dynamical symmetry of Lagrange's equation when based upon $L$ gives by (7.17) requires that

$$
\begin{equation*}
-2 \phi \eta_{C B} \dot{x}^{B}-\eta_{A C} \xi_{, B}^{A} \dot{x}^{B}-\eta_{B A} \xi_{, C}^{A} \dot{x}^{B}-H_{, A C} \xi^{A}-H_{, A} \xi_{, C}^{A}=0 . \tag{7.19}
\end{equation*}
$$

To obtain the final form of the symmetry condition we use (6.1) to eliminate $\dot{x}^{8}$ terms in (7.19). The resulting equation is easily shown to be equivalent to (6.4) (if use be made of the relation $\left.\eta_{A B} \eta^{B C}=\delta_{A}^{C}\right)$.

Application of Theorem 7.2 based upon (7.17) and a symmetry vector $\xi^{A}$ which is a solution of the dynamical symmetry condition (6.4) gives [from (7.10)] the constant of the motion

$$
\begin{equation*}
H_{, A} \xi^{A} . \tag{7.20}
\end{equation*}
$$

It should be noted that the left side of (7.20) is precisely $\delta H / \delta a$. This is to be expected since $H\left(x^{A}\right)$ is a known constant of the motion and the related integral theorem in the form (6.14) with $I=H$ gives (7.20).

## 8. NOETHER SYMMETRIES AND THEIR RELATIONSHIP TO DYNAMICAL SYMMETRIES FORMULATED AT THE LEVEL OF LAGRANGE'S EQUATIONS

In this section we make a comparison between the dynamical symmetry conditions and concomitant constants of the motion formulated directly at the level of Lagrange's equation (as described in Sec. 7) and those which are obtained from the well-known Noether identity. ${ }^{3}$ We shall show that even for the relatively simple case of a conservative dynamical system these two approaches lead to considerable differences in symmetries and associated constants of the motion.

We give first a short derivation of Noether's identity which is independent of the integration processes of Hamilton's variational principle. For purposes of making the above-mentioned comparisons we shall base this derivation upon mappings of the form (3.1), (3.3).

We take then the Lagrangian in the form $L\left(x^{i}, \dot{x}^{i}\right)$ and define

$$
\begin{equation*}
L_{i} \equiv \frac{\partial L}{\partial x^{i}}-\frac{d}{d t} \frac{\partial L}{\partial \dot{x}^{i}} . \tag{8.1}
\end{equation*}
$$

If we consider

$$
\begin{equation*}
\frac{d L}{d t}=\frac{\partial L}{\partial x^{i}} \dot{x}^{i}+\frac{\partial L}{\partial \dot{x}^{i}} \ddot{x}^{i} \tag{8.2}
\end{equation*}
$$

then from (8.1) and (8.2) we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{x}^{i}} \dot{x}^{i}-L\right)+L_{i} \dot{x}^{i}=0 \tag{8.3}
\end{equation*}
$$

If (8.3) is multiplied by $\delta t$ [as defined by (3.3)] and the resulting expression is subtracted from the right side of (7.4), we obtain

$$
\begin{equation*}
\delta L=-\left(\frac{d}{d t}\left(E \xi^{0}\right)-2 \phi L+\frac{\partial L}{\partial \dot{x}^{i}} \xi^{i}+\frac{\partial L}{\partial \dot{x}^{i}} \xi^{i}, m^{2^{m}}-L_{i} \dot{x}^{i} \xi^{0}\right) \delta a \tag{8.4}
\end{equation*}
$$

where $E$ is defined by (7.2). Equation (8.4) may be rewritten in the form of Noether's identity ${ }^{34}$

$$
\begin{equation*}
N=\frac{d}{d t}\left(\frac{\partial L}{\partial X^{i}} \xi^{i}-E \xi^{0}\right)+L_{i}\left(\xi^{i}-\dot{x}^{i} \xi^{0}\right) \tag{8.5}
\end{equation*}
$$

where $N$ is defined by (7.5).
Since along a dynamical path $L_{i}=0$, it follows that if $N(x, \dot{x})$ can be expressed in the form ${ }^{3}$

$$
\begin{equation*}
N \delta a=-\frac{d}{d t}(\delta \Omega), \quad \delta \Omega(x) \equiv \Omega(x), i \xi^{t}(x) \delta a, \tag{8.6}
\end{equation*}
$$

then from (8.5) we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{x}^{i}} \xi^{4} \delta a-E \xi^{0} \delta a+\delta \Omega\right)=0 \tag{8.7}
\end{equation*}
$$

We refer to (8.6) as the Noether symmetry condition and to (8.7) as the concomitant Noether constant of the motion.

We next consider the problem of obtaining specific conditions on the Noether symmetry vector $\xi^{i}$ defined by (8.6) for the case of a conservative dynamical system with Lagrangian defined by (7.12). From (7.14) and (8.6) we immediately obtain

$$
\begin{equation*}
\frac{1}{2}\left(\mathcal{E}_{\ell} g_{i j}-2 \phi g_{i j}\right)_{x^{i} x^{j}}+\left(\Omega_{, i} \xi^{i}\right)_{, j} \dot{x}^{j}-\left(2 \phi V+V_{, i} \xi^{i}\right)=0 \tag{8.8}
\end{equation*}
$$

Since (8.8) is not to act as a constraint on the dynamical system we must have

$$
\begin{align*}
& £_{\xi} g_{i j}-2 \phi g_{i j}=0,  \tag{8.9}\\
& 2 \phi V+V_{, i} \xi^{i}=0,  \tag{8.10}\\
& \left(\Omega_{, i} \xi^{i}\right)_{, j}=0 . \tag{8.11}
\end{align*}
$$

From (8.11) and (8.6) we see that $d(\delta \Omega) / d t=0$ and hence from (8.6) we must have $N=0$. From the form of (8.11) we observe that any solution $\xi^{i}$ of (8.9), (8.10) will lead to a differential equation which in general admits a solution for $\Omega$. Conversely (8.9), (8.10), (8.11) imply (8.8) and (8.6).

## We summarize the above results by stating

Theorem 8.1: A conservative dynamical system defined by a Lagrangian (7.12) will admit a Noether symmetry [defined by (8.6) and based upon infinitesimal mappings (3.1), (3.3)] if any only if (8.9), (8.10), and (8.11) are satisfied. These conditions imply $N=0$ and $\delta \Omega(x)=$ const (throughout space). From (8.11) and (8.7) we may also state the following:

Corollary 8.1: If a conservative dynamical system with Lagrangian (7.12) admits a Noether symmetry as described in Theorem 8.1, then it admits a constant of the motion

$$
\begin{equation*}
\frac{\partial L}{\partial \dot{x}^{i}} \xi^{i}-E \xi^{0} \tag{8.12}
\end{equation*}
$$

where $E$ is defined by (7.2) and $\xi^{0}$ by (3.3).
We now investigate the relationship between the Noether symmetry condition (8.6) and the condition (7.6) for a dynamical symmetry based directly at the level of Lagrange's equation. We first obtain the condition that a Noether symmetry be a solution of the dynamical symmetry equation (7.6) for the general case in which $L=L\left(x^{i}, \dot{x}^{i}\right)$. It immediately follows from (7.6)
by use of (8.6) (since $\delta \Omega$ is a function of the coordinates only) that

$$
\begin{equation*}
\phi, j E=0 \tag{8.13}
\end{equation*}
$$

The dynamical symmetry condition (7.6) was formulated for an unconstrained dynamical system which implies that $E$ is not restricted to any prescribed value. Hence (8.13) requires $\phi_{, j}=0$, i.e., $\phi=$ const. Conversely with $\phi=$ const (7.6) is obviously satisfied by a Noether symmetry (8.6).

The above may be summarized by stating
Theorem 8.2: For an (unconstrained) dynamical system characterized by a Lagrangian $L(x, \dot{x})$ a necessary and sufficient condition that a Noether symmetry [defined by ( 8.6 ) and based upon infinitesimal mappings (3.1), (3.3)] satisfy (7.6), the condition for a dynamical symmetry b: 1 directly at the level of Lagrange's equations, is that $\phi=$ const in (3.2) [and (3.3)].
If in Theorem 8.2 we now specialize $L(x, \dot{x})$ to the form (7.12) which is characteristic of a conservative dynamical system, it then follows by use of Theorem 8.1 that we may state

Corollary 8.2: For a conservative dynamical system characterized by Lagrangian (7.12) necessary and sufficient conditions that a Noether symmetry vector, as described in Theorem 8.1, satisfy the (unconstrained) condition (7.6) for a dynamical symmetry based directly at the level of Lagrange's equations are that (8.9), (8.10) be satisfied with $\phi=$ const. Such a symmetry is at most a homothetic motion.

It is of interest to note that conditions (8.9), (8.10) (with $\phi$ not necessarily constant) are the conditions that the mapping (3.1), (3.2) define a natural trajectory collineation of the zero energy trajectories. ${ }^{9}$

Next we turn our attention to the comparison of the constants of the motion which are concomitant to the two symmetry approaches considered above.

Based upon the mappings (3.1), (3.3) it is seen [we assume here the general case in which $L=L(x, \dot{x})]$ that the Noether constants of the motion resulting from (8.7) will in general be time-dependent (as a result of the time-dependence of $\xi^{0}$ ) whereas the constants of the motion (7.10) concomitant with the dynamical symmetry condition (7.6) are independent of time.

We now wish to compare time-independent constants of the motion which may be obtained from the Noether formalism with those given by (7.10). To obtain such (Noether time-independent) constants of the motion from the Noether formula (8.7) we must limit the associated dynamical mappings (3.1), (3.3) to those for which $\phi=0$.

To further assess the implications of this restriction and to simplify the above-mentioned comparison we now specialize the dynamical system being considered to a conservative one with Lagrangian given by (7.12). The resulting constant of the motion thus obtained from the Noether approach is found from (8.12) to be

$$
g_{i j} \xi^{i} \dot{x}^{j}-c\left(\frac{1}{2} g_{i j} \dot{x}^{i} \dot{x}^{j}+V\right), c \equiv \text { const } \quad \text { (Ref. 35), (8.14) }
$$

where from (8.9), (8.10) it follows that the associated

Noether symmetry vector $\xi^{i}$ must satisfy Killing's equation

$$
\begin{equation*}
\mathcal{E}_{\ell} g_{i j} \equiv \xi_{i ; j}+\xi_{j ; i}=0 \tag{8.15}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{, i} \xi^{i}=0 \tag{8.16}
\end{equation*}
$$

The second term in (8.14) is the total energy, a constant of the motion. ${ }^{36}$ It therefore follows that the first term is also a constant of the motion which may be expressed in the form

$$
\begin{equation*}
\xi_{i} \dot{x}^{l}=\text { const } \tag{8.17}
\end{equation*}
$$

Thus for a conservative dynamical system based upon Lagrangian (7.12) we find the time-independent Noether constants of the motion associated with the Noether symmetry vectors $\xi^{i}$ to be the well-known linear first integrals (momenta integrals) (8.17).

In contrast to these results it will be recalled that for the same conservative dynamical system we found (refer to Sec. 7) from the formulation of the symmetry conditions directly at the level of Lagrange's equations that the symmetry vector $\xi^{i}$ must satisfy (5.15), (5.16) and it then followed that the concomitant constants of the motion were given by ( 5.18 ). We note that ( 5.18 ) is in general a quadratic integral and in general is not the total energy.

As a specific illustration of these contrasting results we consider the case of a three-dimensional isotropic harmonic oscillator. For such a dynamical system it can be shown that the vector $\xi^{i}$ which is determined by (5.15), (5.16) defines a 9 -parameter group of affine collineations $\mathrm{AC}_{9}{ }^{7}{ }^{7}$ This $\mathrm{AC}_{9}$ contains three rotations and six proper affine collineations. Based upon the proper affine collineation symmetry vectors we find the concomitant constants of the motion defined by (7.10) [or equivalently by (5.18)] to be the well-known symmetric tensor constant of the motion [refer to (6.22)], whereas the time-independent Noether symmetry condition (8.15) is not satisfied by these proper affine collineation symmetry vectors and hence (8.17) is inapplicable. On the other hand, the rotation part of the dynamical symmetry which satisfies both (5.15), (5.16), and (8.13) accounts for the constant angular momenta by use of (8.17) and leads to a trivial result in (7.10)..$^{37}$

It is now apparent for the purpose of determining time-independent constants of the motion of a conservative dynamical system [with Lagrangian (7.12)] that those dynamical symmetry mappings [of the type (3.1), (3.3)] based directly at the level of Lagrange's equations are more general than those based upon the appropriate Noether symmetry mappings. As a result of this added generality in the dynamical symmetry mappings we obtain [through (7.10)] time-independent constants of the motion not associated with the Noether identity.

## 9. DYNAMICAL SYMMETRIES BASED UPON THE HAMILTON-JACOBI EQUATION AND THEIR RELATION TO NOETHER SYMMETRIES

In the preceding sections we obtained the conditions for dynamical symmetries by requiring that infinitesimal point mappings with associated changes in differen-
tial path-parameter map the set of solutions of a dynamical equation into itself. Thus far our formulation of symmetry conditions has been based directly at the level of the dynamical equations, which we have taken to be of the form of Newton's, Hamilton's, or Lagrange's equations.

It is well-known that the Noether symmetry condition (8.6) may be interpreted as defining a dynamical symmetry mapping at the level of Hamilton's variational principle, even though we found such a mapping in general did not satisfy the conditions for a dynamical symmetry which were formulated at the level of Lagrange's equations. As a means of interpreting the Noether mappings as dynamical symmetries directly at the level of the dynamical equations we now turn our attention to the transformation theory of mechanicsnamely the Hamilton-Jacobi theory. For simplicity we shall limit our considerations to conservative dynamical systems characterized by Hamiltonians of the type ${ }^{38}$

$$
\begin{equation*}
H\left(x^{i}, p_{i}\right)=\frac{1}{2} g^{i j}(x) p_{i} p_{j}+V(x) \tag{9.1}
\end{equation*}
$$

in which case the Hamilton-Jacobi equation takes the form

$$
\begin{equation*}
\frac{1}{2} g^{i j}(x) \frac{\partial S(x, t)}{\partial x^{i}} \frac{\partial S(x, t)}{\partial x^{j}}+V(x)+\frac{\partial S(x, t)}{\partial t}=0 \tag{9.2}
\end{equation*}
$$

where $S(x, t)$ is Hamilton's principal function.
It will be shown that the demand that the set of solutions of the Hamilton-Jacobi equation maps into itself ${ }^{39}$ leads to the Neother symmetry conditions. This (not entirely unexpected) result will allow us to interpret the Noether symmetry mappings as dynamical symmetry mappings demonstrable at the level of the dynamical equations. By use of the Noether identity it then follows that the Noether constant of the motion (8.12) may be considered as a concomitant of dynamical symmetries based upon the Hamilton-Jacobi equation.

As a first step to determine infinitesimal point mappings of the form (3.1), (3.3) which map the set of solutions of (9.2) into itself, we define

$$
\begin{equation*}
J\left[S_{, i}, S_{, t}, x\right] \equiv \frac{1}{2} g^{i j}(x) \frac{\partial S(x, t)}{\partial x^{i}} \frac{\partial S(x, t)}{\partial x^{j}}+V(x)+\frac{\partial S(x, t)}{\partial t}, \tag{9.3}
\end{equation*}
$$

and note that as a result of a mapping defined by (3.1), (3.3) Eq. (9.3) takes the form

$$
\begin{equation*}
J\left[S_{, \bar{i}}, S_{, \bar{t}}, \bar{x}\right]_{\equiv \frac{1}{2} g^{i j}(\bar{x})} \frac{\partial S(\bar{x}, \bar{t})}{\partial \bar{x}^{i}} \frac{\partial S(\bar{x}, \bar{t})}{\partial \bar{x}^{j}}+V(\bar{x})+\frac{\partial S(\bar{x}, \bar{t})}{\partial \bar{t}} \tag{9.4}
\end{equation*}
$$

In (9.4) we next express $\bar{x}, \bar{t}$ in terms of $x, t$ by means of (3.1), (3.3) and obtain

$$
\begin{align*}
J\left[S_{, \bar{i}}, S_{, \bar{t}}, \bar{x}\right]= & \frac{1}{2} g^{i j}(x+\delta x)\left(\frac{\partial S(x+\delta x, t+\delta t)}{\partial x^{k}}\left(\delta_{i}^{k}-\xi_{, i}^{k} \delta a\right)\right) \\
& \times\left(\frac{\partial S(x+\delta x, t+\delta t)}{\partial x^{m}}\left(\delta_{j}^{m}-\xi_{, j}^{m} \delta a\right)\right) \\
& +V(x+\delta x) \\
& +\frac{\partial S(x+\delta x, t+\delta t)}{\partial t}(1-2 \phi(x) \delta a) \tag{9.5}
\end{align*}
$$

If (9.5) is expanded in powers of $\delta a$ (to first order), we obtain

$$
\begin{equation*}
J\left(S_{, i}, S_{, \bar{t}}, \bar{x}\right]=J\left[S_{, i}, S_{, t}, x\right]+\delta J\left[S_{, t}, S_{, t}, x\right] \tag{9.6}
\end{equation*}
$$

where

$$
\delta J \equiv \frac{1}{2}\left(£_{t} g^{i j}\right) S_{, i} S_{, j} \delta a+g^{i j} S_{, i}(\delta S)_{, j}+(\bar{\delta} S)_{, t}-2 \phi S_{, t} \delta a
$$

$$
\begin{equation*}
+V_{\cdot k} \xi^{k} \delta a \tag{9.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta S \equiv\left(S_{, i} \xi^{i}+S_{, t} \xi^{0}\right) \delta a \tag{9.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\varepsilon} g^{i j} \equiv g_{, k}^{i j} \xi^{k}-g^{i k} \xi_{, k}^{j}-g^{k j} \xi_{, k}^{i} . \tag{9.9}
\end{equation*}
$$

Consider next the expression
$J\left[(S+\delta S)_{, i},(S+\delta S)_{, t}, x\right] \equiv \frac{1}{2} g^{d j}(S+\delta S)_{, i}(S+\delta S)_{, j}+V(x)$

$$
\begin{equation*}
+(S+\delta S)_{t} \tag{9.10}
\end{equation*}
$$

Expansion of (9.10) to first order in $\delta a$ leads to
$J\left[(S+\delta S)_{, i},(S+\delta S)_{, t}, x\right]=J\left[S_{, i}, S_{, t}, x\right]+\delta^{*} J\left[S_{, i}, S_{, t}, x\right]$,
where

$$
\begin{equation*}
\delta^{*} J\left[S_{, i}, S_{, t}, x\right] \equiv g^{i j} S_{, i}(\delta S)_{, j}+(\delta S)_{, t} \tag{9.12}
\end{equation*}
$$

We now formulate the conditions for a dynamical symmetry mapping based upon the Hamilton-Jacobi equation by requiring that
$J\left[S_{, i}, S_{, t}, x\right]+\delta J\left[S_{, i}, S_{t,}, x\right]=J\left[(S+\delta S)_{, i},(S+\delta S)_{, t}, x\right]$,
hold for all functions $S(x, t)$ which satisfy (9.2).
By use of (9.11) we find that (9.13) requires $\delta J=\delta^{*} J$ and hence by (9.7) and (9.12), we obtain

$$
\begin{equation*}
\frac{2}{2}\left(\xi_{t} g^{i j}\right) S_{, t} S_{, j}-2 \phi S_{, t}+V_{, k} \xi^{k}=0 \tag{9.14}
\end{equation*}
$$

We now eliminate the $S_{, t}$ term in (9.14) by use of (9.2) and obtain

$$
\begin{equation*}
\frac{1}{2}\left(f_{f} g^{i j}+2 \phi g^{i j}\right) S_{, t} S_{, j}+2 \phi V+V_{, k} \xi^{k}=0 . \tag{9.15}
\end{equation*}
$$

Since (9.15) must not act as a constraint on the Hamilton-Jacobi equation (9.2) we must require that (9.15) hold identically in the quantities $S_{i, i}$. We thus obtain as the requirements for dynamical symmetry the conditions

$$
\begin{align*}
& \mathscr{L}_{\xi} g^{i j}+2 \phi g^{i j}=0,  \tag{9.16}\\
& 2 \phi V+V_{, k} \xi^{k}=0 \tag{9.17}
\end{align*}
$$

It immediately follows [by use of $£_{\xi} g^{i j} \equiv-g^{l a} g^{i b} £_{\&} g_{a b}$ in (9.16)] that ( 9.16 ), (9.17) are the Noether symmetry conditions (for a conservative dynamical system) (8.9), (8.10), respectively.

Conversely, if the infinitesimal point mapping (3.1), (3.3) satisfies the Noether symmetry conditions (9.16), (9.17), then (9.13) will be satisfied.

We thus have

Theorem 9.1: For a conservative dynamical system with Hamiltonian (9.1) a necessary and sufficient condition that the infinitesimal transformation (3.1), (3.3) map the set of solutions of the Hamilton-Jacobi equation (9.2) into itself [in that (9.13) holds] is that the mapping be a Noether symmetry mapping, i.e., the transformation must satisfy (8.9), (8.10).

By use of the Noether identity we may now associate with the existence of the above described dynamical symmetry formulated of the level of the HamiltonJacobi equation a concomitant constant of the motion. Hence we may restate Corollary 8.1 in the following form.

Corollary 9.1: If a conservative dynamical system with Hamiltonian (9.1) admits an infinitesimal transformation (3.1), (3.3) which maps the set of solutions of the Hamilton-Jacobi equation into itself as defined in Theorem 9.1, then there will exist a concomitant constant of the motion which may be expressed in the form (8.12).
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[^2]${ }^{15}$ Unless otherwise indicated the Einstein summation convention will be used. Also small italic indices will have the range 1 through $n$ (unless otherwise indicated). A comma (, ) indicates partial differentiation.
${ }^{16}$ Equations (3.14) will usually be in the form of polynomials in the $x^{i}$, in which case the symmetry conditions are easily obtained.
${ }^{17}$ The first term in the summation corresponding to $m=0$ will be denoted by $P^{i}$.
${ }^{18}$ For a general discussion of Lie derivatives, see K . Yanö, The Theory of Lie Derivatives and Its Applications (NorthHolland, Amsterdam, 1957).
${ }^{19}$ Equations ( 5.15 ), ( 5.16 ) were derived in Ref. 7 by an alternative method. A detailed application of these equations to the Kepler problem and isotropic harmonic oscillator is also given in Ref. 7.
${ }^{20}$ Covariant differentiation with respect to $\Gamma{ }_{j k}^{i}$ is indicated by a semicolon (;).
${ }^{21}$ For applications of $(5.18)$ to the problems mentioned in Ref. 19, see Ref. 7.
${ }^{22}$ Capital indices will have the range $1,2, \ldots, 2 n$.
${ }^{23}$ Here $0_{n}$ and $I_{n}$ are $n$th order zero and identity matrices, respectively.
${ }^{24}$ An alternative derivation of ( 6,4 ) is given in Ref. 8, where it is shown that in general the dynamical mappings defined by (6.4) are not canonical. A similar equation (in which $\phi=0$ ) was obtained in Ref. 11 for the case of a time-dependent $\xi^{A}$.
${ }^{25} \mathrm{~A}$ similar constant of the motion with $\phi=0$ is given in Ref. 11 .
${ }^{26}$ The notations $\partial_{A}, \bar{\partial}_{A}$ indicate partial differentiations with respect to $x^{A}, \bar{x}^{A}$, respectively.
${ }^{27}$ The deformation operator $\delta_{\alpha}$ is defined in terms of the vector $\xi_{\alpha}^{A}$.
${ }^{28}$ A general solution to (6.4) for this problem has been obtained and will be published elsewhere.
${ }^{29}$ In Sec. 8 the symmetry conditions (7.6) will be compared with the Noether symmetry condition (8.6).
${ }^{30}$ This choice will allow a comparison with the dynamical symmetry conditions based on the "Newtonian form" of the dynamical equations as discussed in Sec. 5 and will also be useful in our comparison with the Noether approach of Sec. 8.
${ }^{31}$ Note that Lagrange's equation (7.1) expands to the form (5.14) by use of (7.12).
${ }^{32} \mathrm{C}$. W. Kilmister, Hamiltonian Dynamics (American Elsevier, New York, 1965).
${ }^{33}$ In the remainder of this section we shall again assume all capital indices range $1, \ldots, 2 n$ and employ the notation of Sec. 6.
${ }^{34}$ It can be shown that if the mapping (3.1), (3.3) is assumed to have the more general form $\bar{x}^{i}=x^{i}+\xi^{i}(x, t) \delta a, \bar{t}=t$ $+\xi^{0}(x, t) \delta a$ and the Lagrangian $L$ taken in the form $L$ $=L(x, \dot{x}, t)$, then a similar derivation to that given above again leads to the Noether identity (8.5), but expressed in terms of the generalized mapping vectors.
${ }^{35}$ Note that the constant $c$ is the same as appears in (3.3).
${ }^{36}$ Since the energy integral is independent of the mapping vector $\xi^{i}$ this constant of the motion may be regarded as arising from a time-translation $\delta t=c \delta a$.
${ }^{37}$ A similar analysis of the Kepler problem shows that the Runge-Lenz vector to be given by (7.10) and the angular momenta given by the Noether formula (8.17). See Ref. 7.
${ }^{38}$ This Hamiltonian corresponds to Lagrangian (7.12).
${ }^{39}$ The question of mapping partial differential equation solutions into themselves has also been considered by R.L. Anderson, S. Kumei, and C. E. Wulfman, Phys. Rev. Lett. 28, 988 (1972); J. Math. Phys. 14, 1527 (1973).

# Special relativity in general relativity?* 

D. Hirondel ${ }^{\dagger}$<br>Department of Physics, University of Delaware, Newark, Delaware<br>(Received 13 August 1974)

Starting from the metric in harmonic coordinates for a test particle $m_{1}$, around a heavy particle $m_{2}\left(m_{2}>m_{1}\right)$ at rest, the EIH Lagrangian is recovered by making a Lorentz transformation, followed by a canonical transformation and an appropriate symmetrization in the two masses. This raises the question of a special relativity content in general relativity, a feature not directly implied by the general covariance.

## 1. INTRODUCTION

The laws of gravitation in Einstein's general relativity are generally covariant with respect to any change of coordinates; in any set of coordinates they will look like $R_{i j}-\frac{1}{2} g_{i j} R=8 \pi G c^{-4} T_{i j}$, where $R_{i j}$ is a certain function of the $g_{k l}$ and their derivatives, up to second order. $d s^{2}$ $=g_{t j}(q) d q^{i} d q^{j}$ is postulated to be an invariant.
General covariance was of much value to Einstein, and inspired the name of his theory. But it is now admitted that general covariance in itself is physically empty, to the extent that the equations of any theory could be cast in covariant form. This format invariance gives the equations of motion, for example, the same aspect in any set of coordinates, but the functional dependence of the accelerations on their arguments will be a priori different in each set of coordinates.
However, we observe that, for a certain family of coordinates, we do have functional invariance of the accelerations with respect to their arguments, under Lorentz transformations, for the case of two masses, up to order $c^{-2}$. Einstein, Infeld, and Hoffman (EIH) ${ }^{1}$ and, later, Fock ${ }^{2}$ showed there existed a common Lagrangian for the problem of two gravitating particles,

$$
\begin{aligned}
L= & \frac{1}{2} m_{1} \mathbf{v}_{1}^{2}+\frac{1}{8} m_{1} \frac{\mathbf{v}_{1}^{4}}{c^{2}}+\frac{1}{2} m_{2} \mathbf{v}_{2}^{2}+\frac{1}{8} m_{2} \frac{\mathbf{v}_{2}^{4}}{c^{2}} \\
& +\frac{G m_{1} m_{2}}{r}\left[1+\frac{1}{2 c^{2}}\left(3 \mathbf{v}_{1}^{2}+3 \mathbf{v}_{2}^{2}-7 \mathbf{v}_{1} \cdot \mathbf{v}_{2}-\frac{\mathbf{r} \cdot \mathbf{v}_{1} \mathbf{r}^{\circ} \mathbf{v}_{2}}{r^{2}}\right)\right] \\
& -\frac{G^{2} m_{1} m_{2}\left(m_{1}+m_{2}\right)}{2 c^{2} r^{2}} .
\end{aligned}
$$

On the other hand, Currie and Hill ${ }^{3}$ have given the conditions on a dynamics:

$$
\frac{d^{2} \mathbf{r}_{1}(t)}{d t^{2}}=\mathbf{a}_{1}\left[\mathbf{r}(t), \frac{d \mathbf{r}_{1}(t)}{d t}, \frac{d \mathbf{r}_{2}(t)}{d t}\right]
$$

guaranteeing that, after a Lorentz transformation, it will look like

$$
\frac{d^{2} \mathbf{r}_{1}^{\prime}\left(t^{\prime}\right)}{d t^{\prime 2}}=\mathbf{a}_{1}\left[\mathbf{r}^{\prime}\left(t^{\prime}\right), \frac{d \mathbf{r}_{1}^{\prime}\left(t^{\prime}\right)}{d t^{\prime}}, \frac{d \mathbf{r}_{2}^{\prime}\left(t^{\prime}\right)}{d t^{\prime}}\right],
$$

where the a's are the same functions of their arguments as before the transformation. World line invariance is postulated to obtain these conditions. They put all Lorentz frames on the same footing, and privilege none of them. This special relativistic covariance is a strong requirement, while general covariance is not.

It is a fact that the accelerations obtained from the

EIH Lagrangian,

$$
\begin{aligned}
m_{1} \mathbf{a}_{1}= & -\frac{G m_{1} m_{2} \mathbf{r}}{r^{3}}+\frac{G m_{1} m_{2}}{c^{2} r^{3}} \\
& \times\left[\mathbf{r}\left(-\mathbf{v}_{1}^{2}+4 \mathbf{v}_{1} \cdot \mathbf{v}_{2}-2 \mathbf{v}_{2}^{2}+\frac{3}{2} \frac{\left(\mathbf{r} \cdot \mathbf{v}_{2}\right)^{2}}{r^{2}}\right)\right. \\
& \left.+\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)\left(4 \mathbf{r} \cdot \mathbf{v}_{1}-3 \mathbf{r} \cdot \mathbf{v}_{2}\right)\right]+\frac{G^{2} m_{1} m_{2}\left(5 m_{1}+4 m_{2}\right)}{c^{2} r^{4}} \mathbf{r}
\end{aligned}
$$

satisfy Currie-Hill conditions up to order $c^{-2}$ :

$$
\begin{aligned}
\left(\partial_{\nabla_{1}}+\partial_{v_{2}}\right) a_{1}= & \frac{1}{c^{2}}\left[r v_{2} \cdot \partial_{\mathbf{r}} a_{1}+v_{1} \nabla_{1} \cdot \partial_{\nabla_{1}} a_{1}\right. \\
& \left.+\left(v_{2} \nabla_{2}-r a_{2}\right) \cdot \partial_{\nabla_{2}} a_{1}-2 v_{1} a_{1}-a_{1} \nabla_{1}\right]
\end{aligned}
$$

as one can check by direct calculation.
The original computations for obtaining the EIH Lagrangian being quite lengthy, the preceding result suggests how to recover it in a simple way by starting from the known metric for a test particle around a heavy particle at rest, in harmonic coordinates (the choice of this particular set will be justified), and making a Lorentz transformation for setting the heavy body into uniform motion. A canonical transformation will symmetrize the Lagrangian in the velocities of both particles. Symmetrization in the two masses, to yield a Lagrangian usable when the two masses are comparable, requires a certain care. The end result is the EIH Lagrangian.

## 2. THE EIH LAGRANGIAN FROM THE CASE OF ONE BODY AT REST

The metric for a test particle $m_{1}$ in the field of a spherically symmetric, heavy particle $m_{2}\left(m_{2} \gg m_{1}\right)$ is, in harmonic coordinates ( $r_{0} \equiv G m_{2} c^{-2}$ ),

$$
\begin{aligned}
d s^{2}= & c^{2} d t^{2} \frac{r-r_{0}}{r+r_{0}}-\frac{r+r_{0}}{r-r_{0}} d r^{2} \\
& -\left(r+r_{0}\right)^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \\
= & c^{2} d t^{2}\left\{\frac{r-r_{0}}{r+r_{0}}-\frac{1}{c^{2}}\left[\frac{r+r_{0}}{r-r_{0}}\left(\frac{\mathbf{r} \cdot \mathbf{V}_{1}}{r}\right)^{2}\right.\right. \\
& \left.\left.+\left(r+r_{0}\right)^{2} \frac{\mathbf{v}_{1}^{2}-\left(\hat{\mathbf{r}} \cdot \mathbf{\nabla}_{1}\right)^{2}}{r^{2}}\right]\right\} .
\end{aligned}
$$

The Lagrangian for particle 1 is, by expanding $d s$ up to order $1 / c^{2}$ :
$L_{1}=m_{1} c \frac{d s}{d t}+m_{1} c^{2}$

$$
=m_{1}\left(\frac{v_{1}^{2}}{2}+\frac{\mathrm{v}_{1}^{4}}{8 c^{2}}\right)+\frac{G m_{1} m_{2}}{r}\left(1+\frac{3}{2} \frac{\mathrm{v}_{1}^{2}}{c^{2}}\right)-\frac{G^{2} m_{1} m_{2}^{2}}{2 c^{2} r^{2}}
$$

Since $1 / c^{2}$ appears in the two dimensionless ratios $v^{2} / c^{2}$ and $G m_{2} / c^{2} r$, keeping only the lowest powers of $1 / c^{2}$ is an approximation valid for slow motion and sufficiently large separation. A cutoff at a given level in $1 / c^{2}$ implies a corresponding cutoff of the series in $G$ : The $1 / c^{2}$ term in $L_{1}$ is a polynomial in $G$ containing no higher power than $G^{2}$. Later on, the expression "up to order $G$ or $G^{2 "}$ will refer to the coefficient of $1 / c^{2}$ in $L_{1}$.

Now, we go into a frame in which the velocity of particle 2 is $v_{2}$. The kinetic energy part of $L_{1}: m_{1}\left(v_{1}^{2} / 2\right.$ $+v_{1}^{4} / 8 c^{2}$ ) is left unchanged by a Lorentz transformation as it corresponds to the invariance of the proper time $d \tau_{1}=\left(1-v_{1}^{2}\right)^{1 / 2} d t$.
For the remainder, it is enough to use:

$$
\begin{aligned}
& \mathbf{v}_{1} \rightarrow \mathbf{v}_{1}-\mathbf{v}_{2}, \quad \mathbf{r} \rightarrow \mathbf{r}+\frac{\left(\mathbf{r} \cdot \mathbf{v}_{2}\right) \mathbf{v}_{2}}{2 c^{2}} \\
& d t \rightarrow d t\left(1-\frac{\mathbf{v}_{1} \cdot \mathbf{v}_{2}}{c^{2}}+\frac{\mathbf{v}_{2}^{2}}{2 c^{2}}\right)
\end{aligned}
$$

where, after the Lorentz transformation, we made an instantaneity correction: $\mathrm{r}_{2}\left(t_{2}\right)=\mathrm{r}_{2}\left(t_{1}\right)-\mathrm{v}_{2}\left(t_{1}-t_{2}\right)$ to make the two particles simultaneous in the new frame. We obtain

$$
\begin{aligned}
L_{1}= & m_{1}\left(\frac{\mathrm{v}_{1}^{2}}{2}+\frac{\mathrm{v}_{1}^{4}}{8 c^{2}}\right)+\frac{G m_{1} m_{2}}{r}\left[1+\frac{1}{c^{2}}\left(-\frac{\left(\mathrm{r} \cdot \mathrm{v}_{2}\right)^{2}}{r^{2}}\right.\right. \\
& \left.\left.+\frac{3}{2}\left(\mathrm{v}_{1}^{2}-2 \mathrm{v}_{1} \cdot \mathrm{v}_{2}+\mathrm{v}_{2}^{2}\right)-\mathrm{v}_{1} \cdot \mathrm{v}_{2}+\frac{\mathrm{v}_{2}^{2}}{2}\right)\right]-\frac{G^{2} m_{1} m_{2}^{2}}{2 c^{2} r^{2}}
\end{aligned}
$$

Adding

$$
m_{2}\left(\frac{\mathrm{v}_{2}^{2}}{2}+\frac{\mathrm{v}_{2}^{4}}{8 c^{2}}\right)+\frac{d}{d t}\left(\frac{\mathrm{G} m_{1} m_{2}}{2 c^{2}} \frac{\mathrm{r}^{\bullet} \mathrm{v}_{2}}{r}\right)
$$

does not change the acceleration of particle 1 , but yields a Lagrangian which, up to order $G$, is not symmetric in the indices of both particles, and can be used for both up to that order:
$L_{1}=m_{1}\left(\frac{\mathbf{v}_{1}^{2}}{2}+\frac{\mathbf{v}_{1}^{4}}{8 c^{2}}\right)+m_{2}\left(\frac{\mathbf{v}_{2}^{2}}{2}+\frac{\mathbf{v}_{2}^{4}}{8 c^{2}}\right)$

$$
\begin{aligned}
& +\frac{G m_{1} m_{2}}{r}\left[1+\frac{1}{2 c^{2}}\left(3 v_{1}^{2}+3 v_{2}^{2}-7 v_{1} \cdot v_{2}-\frac{r \cdot v_{1} r \cdot v_{2}}{r^{2}}\right)\right] \\
& -\frac{G^{2} m_{1} m_{2}\left(m_{2}\right)}{2 c^{2} r^{2}}
\end{aligned}
$$

This last addition is the same as the one we would make to recover by a Lorentz transformation the DarwinBreit Lagrangian from the Lagrangian of a test particle in the electromagnetic field of a heavy charged particle at rest:

$$
\delta \int\left[-m_{1} c^{2}\left(1-\frac{\mathbf{v}_{1}^{2}}{c^{2}}\right)^{1 / 2}-\frac{e_{1} e_{2}}{r}\right] d t=0
$$

In this case, there is no term quadratic in the product of the two charges (contrasting with the gravitational case, where the $G^{2}$ term was the mark of the nonlinear-
ity). The only effect of the Lorentz transformation is the appearance of a magnetic force; radiation is absent.

Now, by admitting that there exists a common Lagrangian up to order $1 / c^{2}$, symmetric in the indices of the velocities and the mass of both particles,
$L=$ kinetic energy $+\frac{G m_{1} m_{2}}{r}\left[1+\frac{1}{c^{2}}\left[A\left(\mathbf{v}_{1}^{2}+\mathbf{v}_{2}^{2}\right)+B \mathbf{v}_{1} \cdot \mathbf{v}_{2}\right.\right.$

$$
\left.\left.+C \hat{r} \circ \mathbf{v}_{1} \hat{r} \circ \mathbf{v}_{2}\right]+D\left(\frac{G m_{1}}{c^{2} r}+\frac{G m_{2}}{c^{2} r}\right)\right]
$$

( $A, B, C, D$ being numerical coefficients), which we know from the work of Einstein, Infeld, and Hoffman, and Fock, then the only function symmetric in $m_{1}$ and $m_{2}$ which yields $m_{2}$ when $m_{2} \gg m_{1}$ is unambiguously $m_{1}+m_{2}$ 。 This last step certainly modifies the acceleration of particle 1, but supplies us with a common Lagrangian which can be used for both particles up to order $G^{2}$, when both masses are comparable, and which coincides with the EIH Lagrangian.

Now, we have to give the reason why making a Lorentz transformation in harmonic coordinates was expected to lead to the correct result. A first practical reason is that Fock worked out the EIH Lagrangian in harmonic coordinates: Thus, if we wished to find the same result, we had to start from the same kind of coordinates (we will see that the harmonicity condition is left unchanged by a Lorentz transformation). Einstein, Infeld, and Hoffman defined their system of coordinates at each step of approximation, but their result is the same.

Another reason why, at least up to order $1 / c^{2}$, Lorentz transformations were expected to play an important role is that the field equations in first approximation, and in harmonic coordinates, are
$\square^{2}\left(h_{i j}-\frac{1}{2} \delta_{i j} h\right)=-16 \pi G c^{-4} T_{i j} \quad\left(g_{i j} \approx \delta_{i j}+h_{i j}\right)$,
where $\square^{2}$ is the d'Alembertian in flat space. Thus the field propagates along light cones, as in special relativity. At higher orders in $c^{\boldsymbol{2}}$, the characteristics for the propagation of the field will be curved, not straight, and their form will be codetermined with the configuration of the masses.

However, in spite of the loss of isotropy and uniformity, a theoretical reason to guess that Lorentz transformation will still play a major role to all orders in $c^{-2}$ in Fock's proposition ${ }^{2}$ that it is unlikely that there exists any system of coordinates, other than the harmonic set, determined uniquely apart from a Lorentz transformation, because they are characterized by the fact that they satisfy a linear, generally covariant equation:

$$
\Gamma^{i} \equiv \frac{1}{|g|^{1 / 2}} \frac{\partial}{\partial x^{j}}\left(|g|^{1 / 2} g^{j i}\right) \equiv \square^{2} x^{i}=0
$$

Harmonic coordinates exclude all fictitious gravitational fields, and, in a way, they can be called the most inertiallike coordinates. Is that enough to entail world line invariance and functional invariance under Lorentz transformation to all orders?

## CONCLUSION

We have recovered the EIH Lagrangian by a procedure whose simplicity contrasts with the lengthiness of the original computations. It raises the question of a Special Relativity content in General Relativity, apparently restricted to harmonic coordinates. As a test, it would be worth computing the accelerations up to order $c^{-4}$ to see if they satisfy the Currie-Hill conditions.
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# Stability of stochastic functional differential equations 

M. H. Chang, G. Ladde, and P. T. Liu<br>Department of Mathematics, University of Rhode Island, Kingston, Rhode Island<br>(Received 3 January 1973)

A system of functional differential equations with random retardation, $\dot{x}(t)=f\left(t, x_{t}\right)$, is studied, where $x_{t}(\theta)=x(t+\theta), \eta(t, \omega) \leq \theta \leq 0,-r \leq \eta(t, \omega) \leq 0$, and $\eta(t, \omega)$ is a stochastic process defined on some probability space ( $\Omega, \mu, P$ ). Some comparison theorems are stated and proved in details under suitable assumptions on $f\left(t, x_{f}\right)$. Sufficient conditions for stability in the mean for the trivial solution then follow. The usefulness of the sufficient conditions is illustrated by an example with two different Lyapunov functions.

## 1. INTRODUCTION

In the study of some sophisticated dynamical systems, it is always desirable to consider either stochastic differential equations or functional differential equations. Despite the amount of work that has been done on each of the two types of differential equations, very little effort seems to have been devoted to correlate them.

In Ref. 1, Lidskii investigated the problem of stability in the mean for the solutions of a system of linear differential equations with random delays. In that paper, he used the Lyapunov direct method, without proving its validity in the case of random delays, and obtained some sufficient conditions for stability of the trivial solution in the mean.

The concept of the Lyapunov function, together with the theory of differential inequalities provides a very general comparison theorem (see Ref. 2) by means of which a number of qualitative properties of solutions of differential equations may be studied in a unified way.

In the present paper, we consider a general class of stochastic functional differential equations. Our main purpose is to establish the stochastic version of the comparison theorem for the functional differential equa- : tion in Ref. 2. As in the deterministic case, sufficient conditions for stability (in the mean) follow easily from the comparison theorem.

## 2. NOTATIONS AND DEFINITIONS

Let $\left\{\eta(t, \cdot), t \in R^{+}\right\}$be a stochastic process defined on a probability space $(\Omega, \mu, P)$ and takes values in $[-r, 0]$, where $R^{+}=[0, \infty)$. Let $C=C\left([-r, 0], R^{n}\right)$ and, for $\phi \in C$, we define $\|\phi\|_{0}=\sup _{-r \leqslant \theta \leqslant 0}\|\phi(\theta)\|$, where $\|\cdot\|$ is an Euclidean norm.

Consider the system of stochastic functional differential equation

$$
\begin{equation*}
\dot{x}(t)=f\left(t, x_{t}\right) \tag{2.1}
\end{equation*}
$$

with initial conditions

$$
x_{t_{0}}=\phi_{0} \in C, \quad \eta\left(t_{0}\right)=\eta_{0}
$$

where

$$
x_{t}=x(t+s), \quad \eta(t) \leqslant s \leqslant 0, \quad-r \leqslant \eta(t) \leqslant 0, \quad \text { and } \quad t_{0} \in R^{+}
$$

From now on, we shall assume $f(t, 0)=0$. To ensure that (2.1) has a solution $x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)$ on $\left[t_{0}, \infty\right)$ with initial data $\left(t_{0}, \phi_{0}, \eta_{0}\right)$, we shall assume that $f\left(t, x_{t}\right)$ is sufficiently smooth and $\eta(t, \cdot)$ takes on countably many values, say $R$, in $[-r, 0$ ].

Also, consider the scalar differential equation

$$
\begin{equation*}
u(t)=g(t, u), u\left(t_{0}\right)=u_{0} \geqslant 0 \tag{2.2}
\end{equation*}
$$

where $g \in \mathcal{C}\left(R^{+} \times R^{+}, R^{+}\right), g(t, 0)=0$ and $g(t, u)$ is concave in $u$ for fixed $t$. A solution of (2.2) will be denoted by $u\left(t, t_{0}, u_{0}\right)$ defined on $\left[t_{0}, \infty\right)$.

Let us define some definitions of stability in mean of the trivial solution $x \equiv 0$ of (2.1) as following:

Definition 2.1: The trivial solution $x \equiv 0$ of (2.1) is said to be:
(i) equistable in mean, if for each $\epsilon>0, t_{0}[0, \infty)$, there exists a positive function $\delta=\delta\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon>0$ such that the inequality $\left\|\phi_{0}\right\|_{0} \leqslant \delta$ implies $M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \mid \phi_{0}, \eta_{0}\right]<\epsilon$ for $t \geqslant t_{0}$.
(ii) uniformly stable in mean, if the $\delta$ in (i) is independent of $t_{0}$.
(iii) quasi-equi asymptotically stable in mean, if for each $\epsilon>0, t_{0} \in[0, \infty)$, there exist $\delta_{0}=\delta_{0}\left(t_{0}\right)>0$ and $T$ $=T\left(t_{0}, \epsilon\right)>0$ such that for $t \geqslant t_{0}+T$ and $\left\|\phi_{0}\right\|_{0}<\delta$ implies $M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \mid \phi_{0}, \eta_{0}\right]<\epsilon$.
(iv) quasiuniformly asymptotically stable in mean, if $\delta_{0}$ and $T$ in (iii) are independent of $t_{0}$.
(v) equiasymptotically stable in mean if (i) and (iii), hold simultaneously; uniformly asymptotically stable in mean if (ii) and (iv) hold together.

Corresponding to Definition 2.1 (i), we can define the definition of stability of the trivial solution $u \equiv 0$ of (2.2) as the following:

Definition 2.2: The trivial solution $u=0$ of (2.2) is said to be equi-stable, if for each $\epsilon>0, t_{0} \in[0, \infty)$, there exists a positive function $\delta=\delta\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon>0$ such that

$$
u\left(t, t_{0}, u_{0}\right)<\epsilon \quad t \geqslant t_{0} \text { whenever } u_{0} \leqslant \delta
$$

The following two definitions will be useful.
Definition 2. 3: A function $a(r)$ is said to belong to the class $K$ if $a \in C\left(R^{+}, R^{+}\right), a(0)=0$, and $a(r)$ is strictly monotone increasing in $r$.

Definition 2. 4: A function $b(t, r)$ is said to belong to the class $B$, if $b \in C\left(R^{+} \times R^{+}, R^{+}\right), b(t, \cdot) \in K$ for each $t \in R^{+}$.

## 3. COMPARISON THEOREMS

Let the Lyapunov function, $V(t, y, \eta(t))$, be defined as $V \in C\left([-r, \infty) \times R^{n} \times R, R^{+}\right)$. Define
$D^{+} M[V(t, \phi(0), \eta(t) ; \phi)]$

$$
\begin{align*}
& \equiv \lim _{h 0^{+}} h^{-1}\{M[V(t+h, \phi(0)+h f(t, \phi), \eta(t+h)) \mid \eta(t)] \\
& -V(t, \phi(0), \eta(t))\}, \quad t>t_{0} \tag{3.1}
\end{align*}
$$

where $\phi \in C, M[A \mid B]$ is a conditional mathematical expectation.

$$
\begin{align*}
\mathcal{A}_{1} & =\left\{\phi \in \left(\mid \sup _{-r \leqslant s=0} M\left[V(t+s, \phi(s), \eta(t+s)) \mid \eta_{0}\right]\right.\right. \\
& \left.=M\left[V(t, \phi(0), \eta(t)) \mid \eta_{0}\right]\right\} \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
A_{2} & \equiv\left\{\phi \in C \mid \sup _{-r \leqslant s \leqslant 0} M\left[V(t+s, \phi(s), \eta(t+s)) \mid \eta_{0}\right] A(t+s)\right. \\
& \left.=M\left[V(t, \phi(0), \eta(t)) \mid \eta_{0}\right] A(t)\right\} \tag{3.3}
\end{align*}
$$

where $A(t)>0$ is continuous on $[-r, \infty)$.
After introducing all those notation and definitions listed above, we shall state and prove in detail the stochastic version of the main comparison theorem (see Ref. 2, p. 83) as the following:

Theorem 3.1: Let $V \in C\left([-r, \infty) \times R^{n} \times R, R^{+}\right)$and $V(t, \phi(0), \eta(t))$ be locally Lipschitzian in $\phi(0)$ uniformly in $\eta(t)$. Assume $D^{+} M[V(t, \phi(0), \eta(t) ; \phi)]$ defined as in (3.1), satisfies
$D^{\dagger} M[V(t, \phi(0), \eta(t) ; \phi)] \leqslant g(t, V(t, \phi(0), \eta(t)))$ for $t>t_{0}$,
where $\phi \in \mathcal{A}_{1} ; g \in C\left(R^{+} \times R^{+}, R^{+}\right)$and $g(t, u)$ is concave in $u$ for fixed $t$.

Let $r(t)=r\left(t, t_{0}, u_{0}\right)$ be the maximal solution of the scalar differential equation

$$
\begin{equation*}
\dot{u}=g(t, u), u\left(t_{0}\right)=u_{0} \geqslant 0 \tag{3.5}
\end{equation*}
$$

and $r(t)$ exists to the right of $t_{0}$.
If $\left\{x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t, \omega)\right\}$ is the realization of solutions of (2.1) defined on $\left[t_{0}, \infty\right)$, satisfying

$$
\begin{equation*}
\sup _{-r \leqslant s \leqslant 0} V\left(t_{0}, \phi_{0}(s), \eta_{0}\right) \leqslant u_{0} \tag{3.6}
\end{equation*}
$$

and $M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right]$ is differentiable in $t$, then
$M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \leqslant \boldsymbol{r}\left(t, t_{0}, u_{0}\right), t \geqslant t_{0}$.
Proof: Let $x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)$ be any solution of (2.1) with initial conditions $\left(t_{0}, \phi_{0}, \eta_{0}\right)$.

Define

$$
m(t) \equiv M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right]
$$

For $\epsilon>0$ sufficiently small consider the scalar differential equation

$$
\begin{equation*}
\dot{u}(t)=g(t, u)+\epsilon, \quad u\left(t_{0}\right)=u_{0} \geqslant 0 \tag{3.8}
\end{equation*}
$$

whose solutions $u(t, \epsilon)=u\left(t, \epsilon, t_{0}, u_{0}\right)$ exists as far as $r\left(t, t_{0}, u_{0}\right)$ exists to the right of $t_{0}$. Since

$$
\lim _{\epsilon \rightarrow 0} u(t, \epsilon)=r\left(t, t_{0}, u_{0}\right) \text { for all } t \geqslant t_{0}
$$

Hence to show that the theorem is true, it is sufficient to show that

$$
\begin{equation*}
m(t)<u(t, \epsilon), \quad t \geqslant t_{0} \tag{3.9}
\end{equation*}
$$

Suppose (3.9) were not true (for contradiction). Let $t_{\mathrm{I}}=\inf \left\{t \mid m(t) \geqslant u(t, \epsilon), \quad t>t_{0}\right\}$.

Then the continuity of functions $m(t)$ and $u(t, \epsilon)$ implies
the following:

$$
\begin{align*}
& m(t) \leqslant u(t, \epsilon), \quad t_{0} \leqslant t \leqslant t_{1},  \tag{3.10a}\\
& m\left(t_{1}\right)=u\left(t_{1}, \epsilon\right), \quad t=t_{1} \tag{3.10b}
\end{align*}
$$

From (3.10 a, b) and the differentiability of $m(t)$, we have
$D m\left(t_{1}\right)=D^{+} m\left(t_{1}\right)=D_{-} m\left(t_{1}\right) \equiv \lim _{h+0^{-}} h^{-1}\left[m\left(t_{1}\right)-m\left(t_{1}+h\right)\right]$
$=\frac{\lim }{h \rightarrow 0^{-}} h^{-1}\left[u\left(t_{1}, \epsilon\right)-m\left(t_{1}+h\right)\right]$
$\geqslant \lim _{h \rightarrow 0^{-}} h^{-1}\left[u\left(t_{1}, \epsilon\right)-u\left(t_{1}+h, \epsilon\right)\right]$
$=\lim _{h \rightarrow 0} h^{-1}\left[u\left(t_{1}, \epsilon\right)-u\left(t_{1}+h, \epsilon\right)\right]$
$=\dot{u}\left(t_{1}, \epsilon\right)=g\left(t_{1}, u\left(t_{1}, \epsilon\right)\right)+\epsilon$
$>0$.
Also, from (3.10a) and (3.11), we have

$$
m\left(t_{1}+s\right) \leqslant u\left(t_{1}+s, \epsilon\right) \quad \text { for }-r \leqslant s \leqslant 0 ;
$$

hence

$$
\begin{aligned}
& m\left(t_{1}\right) \leqslant \sup _{-r \leqslant s \leqslant 0} m\left(t_{1}+s\right) \leqslant \sup _{-r \leqslant s \leqslant 0} u\left(t_{1}+s, \epsilon\right) \\
& =u\left(t_{1}, \epsilon\right)=m\left(t_{1}\right)
\end{aligned}
$$

or consequently,

$$
\begin{aligned}
& \sup _{-r \leqslant s \leqslant 0} M\left[V\left(t_{1}+s, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}+s\right), \eta\left(t_{1}+s\right)\right) \mid \phi_{0}, \eta_{0}\right] \\
& \quad=M\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid \phi_{0}, \eta_{0}\right]
\end{aligned}
$$

which also implies
$x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}+s\right) \in \mathcal{A}_{1}$, by the definition of $\mathcal{A}_{1} ;$
$D^{+} m\left(t_{1}\right)=\varlimsup_{h=0^{+}} h^{-1}\left[m\left(t_{1}+h\right)-m\left(t_{1}\right)\right]$
$=\overline{\lim }_{h \rightarrow 0^{+}} h^{-1}\left\{M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}+h\right), \eta\left(t_{1}+h\right)\right) \mid \phi_{0}, \eta_{0}\right]\right.$ $\left.\left.-M\left[V\left(t_{1}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid \phi_{0}, \eta_{0}\right]\right\}$
$=\varlimsup_{h \rightarrow 0^{+}} h^{-1}\left\{M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}+h\right), \eta\left(t_{1}+h\right)\right) \mid \phi_{0}, \eta_{0}\right]\right.$
$-M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right), \eta\left(t_{1}+h\right)\right) \mid \phi_{0}, \eta_{0}\right]$
$+M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right), \eta\left(t_{1}+h\right)\right) \mid \phi_{0}, \eta_{0}\right]$
$\left.-M\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid \phi_{0}, \eta_{0}\right]\right\}$
$\leqslant \varlimsup_{h \rightarrow 0^{+}} h^{-1}\left\{M\left[\left.V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}+h\right), \eta\left(t_{1}+h\right)\right)\right|_{\phi_{0}}, \eta_{0}\right]\right.$
$\left.-M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right), \eta\left(t_{1}+h\right)\right) \mid \phi_{0}, \eta_{0}\right]\right\}$
$+\overline{\lim }_{h \rightarrow 0^{+}} h^{-1}\left\{M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right)\right.\right.\right.$, $\left.\left.\eta\left(t_{1}+h\right)\right) \mid \phi_{0}, \eta_{0}\right]$

$$
\begin{equation*}
\left.-M\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid \phi_{0}, \eta_{0}\right]\right\} \tag{3.12}
\end{equation*}
$$

But, since $V(t, \phi(0), \eta(t))$ is locally Lipschitzian uniformly in $\phi(0)$, the first term in the above expression becomes
$\overline{\lim }_{h \rightarrow 0^{+}} h^{-1} M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}+h\right), \eta\left(t_{1}+h\right)\right)\right.$
$\left.\left.\left.-V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right), \eta\left(t_{1}+h\right)\right)\right] \mid \phi_{0}, \eta_{0}\right]\right\}$
$=\varlimsup_{h \rightarrow 0^{+}} h^{-1}\left\{M\left[L\left(t_{1}+h\right)\left\|\left(x\left(t_{1}+h\right)-x\left(t_{1}\right)\right)-f\left(t_{1}, x_{t_{1}}\right)\right\| \mid \phi_{0}, \eta_{0}\right]\right\}$
$=\varlimsup_{h \rightarrow 0^{+}} M\left[L\left(t_{1}+h\right)\left\|h^{-1}\left(x\left(t_{1}+h\right)-x\left(t_{1}\right)\right)-f\left(t_{1}, x_{t_{1}}\right)\right\| \mid \phi_{0}, \eta_{0}\right]$
$\leqslant 0$.
Hence (3.12) becomes
$D^{+} m\left(t_{1}\right) \leqslant \varlimsup_{h 0^{+}} h^{-1}\left\{M\left[M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right)\right.\right.\right.\right.$,
$\left.\left.\left.\left.\eta\left(t_{1}+h\right)\right)-V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid x\left(t_{1}\right), \eta\left(t_{1}\right)\right] \mid \phi_{0}, \eta_{0}\right]\right\}$
$\leqslant M\left[\overline{\lim }_{h \rightarrow 0^{+}} h^{-1}\left[M\left[V\left(t_{1}+h, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right)+h f\left(t_{1}, x_{t_{1}}\right), \eta\left(t_{1}+h\right)\right)\right.\right.\right.$
$\left.\left.-V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid x\left(t_{1}\right), \eta\left(t_{1}\right)\right] \mid \phi_{0}, \eta_{0}\right]$
$=M\left[D^{+} M\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right) ; x_{t_{1}}\right)\right] \mid \phi_{0}, \eta_{0}\right]$
$\leqslant M\left[g\left(t_{1}, v\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right)\right) \mid \phi_{0}, \eta_{0}\right]$
or
$D^{+} m\left(t_{1}\right) \leqslant M\left[g\left(t_{1}, V\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid \phi_{0}, \eta_{0}\right]$.
Since $g(t, u)$ is concave in $u$, we apply Jensen's inequality (see Ref. 3, p. 33), to (3.13); we have

$$
\begin{align*}
D^{+} m\left(t_{1}\right) & \leqslant g\left(t_{1}, M\left[V\left(t_{1}, x\left(t_{0}, \phi_{0}, \eta_{0}\right)\left(t_{1}\right), \eta\left(t_{1}\right)\right) \mid \phi_{0}, \eta_{0}\right]\right) \\
& =g\left(t_{1}, m\left(t_{1}\right)\right)=g\left(t_{1}, u\left(t_{1}, \epsilon\right)\right), \tag{3.14}
\end{align*}
$$

which contradicts (3.11), that

$$
D^{+} m\left(t_{1}\right) \geqslant g\left(t_{1}, u\left(t_{1}, \epsilon\right)\right)+\epsilon \text { for } \epsilon>0
$$

Thus, $m(t)<u(t, \epsilon), t \geqslant t_{0}$; or equivalently

$$
\begin{aligned}
& M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \leqslant r\left(t, t_{0}, u_{0}\right), \\
& \quad t \geqslant 0 .
\end{aligned}
$$

QED
The following by-product of Theorem 3.1 will be very useful.

Theorem 3.2: Assume that the hypotheses of Theorem 3.1 hold except that the inequality (3.4) is replaced by $A(t) D^{+} M[V(t, \phi(0), \eta(t) ; \phi)]+M\left[V(t, \phi(0), \eta(t)) \mid \phi_{0}, \eta_{0}\right] D^{+} A(t)$ $\leqslant g(t, V(t, \phi(0), \eta(t)) A(t)) \quad$ for $t \geqslant t_{0}, \quad \phi \in \mathcal{A}_{2}$,
where $A(t)>0$ is continuous on $[-r, \infty)$.
Then, sup $\operatorname{ras}_{-r \leqslant 0} V\left(t_{0}, \phi_{0}(s), \eta\left(t_{0}\right)\right) A\left(t_{0}\right) \leqslant u_{0}$ implies the estimate
$M\left[A(t) V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \leqslant r\left(t, t_{0}, u_{0}\right), t \geqslant t_{0}$.

Proof: We set

$$
K(t, \phi(0), \eta(t))=A(t) V(t, \phi(0), \eta(t)) .
$$

Let $\phi \in \mathcal{A} A_{1}$. For small $h>0$, we have

$$
\begin{align*}
& K(t+h, \phi(0)+h f(t, \phi), \eta(t+h))-K(t, \phi(0), \eta(t)) \\
& =V(t+h, \phi(0)+h f(t, \phi), \eta(t+h))[A(t+h)-A(t)] \\
& +A(t)[V(t+h, \phi(0)+h f(t, \phi), \eta(t+h))-V(t, \phi(0), \eta(t))] . \tag{3.17}
\end{align*}
$$

From (3.17) and assumption (3.15), it follows that $D^{+} M[K(t, \phi(0), \eta(t) ; \phi)]$
$=\lim _{h 0^{+}} \sup h^{-1} M[K(t+h, \phi(0)+h f(t, \phi), \eta(t+h)) \mid \eta(t), \phi(0)]$

$$
-K(t, \phi(0), \eta(t))\}
$$

$=A(t) D^{\star} M[V(t, \phi(0), \eta(t) ; \phi)]$
$+M\left[V(t, \phi(0), \eta(t)) \mid \phi_{0}, \eta_{0}\right] D^{+} A(t)$
$\leqslant g\left(t, K(t, \phi(0), \eta(t))\right.$ for $t>t_{0}, \phi \in \tilde{A}$,
where

$$
\begin{aligned}
\tilde{A} & =\left\{\phi \in C \mid \sup _{-r \in s=0} M\left[K(t+s, \phi(s), \eta(t+s)) \mid \eta_{0}, \phi_{0}\right]\right. \\
& \left.=M\left[K(t, \phi(0), \eta(t)) \mid \eta_{0}, \phi_{0}\right]\right\} .
\end{aligned}
$$

It is clear that $K(t, \phi(0), \eta(t))$ is uniformly locally
Lipschitzian in $\phi(0)$, and, thus all the assumptions of Theorem 3.1 are satisfied, with $K(t, \phi(0), \eta(t))$ in place of $V(t, \phi(0), \eta(t)$. The conclusion is now immediate from Theorem 3.1

QED

## 4. SUFFICIENT CONDITIONS FOR STABILITY

The following theorem provides sufficient conditions of equistable in mean for the trivial solution $x \equiv 0$ of the stochastic functional differential equation (2.1).

Theorem 4.1: Let there exist functions $V(t, \phi(0), \eta(t))$ and $g(t, u)$ having the following properties:
(a) $g \in C\left(R^{+} \times R^{+}, R^{+}\right), g(t, u)$ is concave in $u$ for fixed $t$ and $g(t, 0)=0$.
(b) $V \in C\left([-r, \infty) \times R^{n} \times R, R^{+}\right), V(t, \phi(0), \eta(t))$ is locally Lipschitzian uniformly in $\phi(0)$ and $M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right.\right.$, $\left.\eta(t)) \mid \phi_{0}, \eta_{0}\right]$ is differentiable in $t$, where $x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)$ is a solution of (2.1).
(c) $D^{+} M[V(t, \phi(0), \eta(t) ; \phi)] \leqslant g(t, V(t, \phi(0), \eta(t))$ ), for $t>t_{0}, \phi \in A_{1}$.
(d) There exist functions $b(t, r)$, and $a(r)$ where $b \in B$, $a \in K$, and $a$ is convex such that

$$
a(\|\phi(0)\|) \leqslant v(t, \phi(0), \eta) \leqslant b\left(t,\|\phi\|_{0}\right)
$$

for $\phi \in C$ and $(t, \phi(0), \eta) \in[-\gamma, \infty) \times R^{n} \times R$.
Then, the trivial solution $x \equiv 0$ of (2.1) is equistable in mean if the trivial solution $u \equiv 0$ of (2.2) is equistable.

Proof: Let $x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)$ be any solution of (2.1). Choose

$$
u_{0}=b\left(t_{0},\left\|\phi_{0}\right\|_{0}\right)
$$

so that

$$
\sup _{-r \leqslant s \leqslant 0} V\left(t_{0}, \phi_{0}(s), \eta_{0}\right) \leqslant u_{0} .
$$

An application of Theorem 3.1 yields
$M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \leqslant \eta\left(t, t_{0}, u_{0}\right), \quad t \geqslant t_{0}$,
where $r\left(t, t_{0}, u_{0}\right)$ is the maximal solution of (2.2). Also, because of assumption (d), we have
$a\left(\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\|\right) \leqslant V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta\right)$ for $a \in K$.
Since $a$ is strictly monotone increasing and $a$ is convex, it follows, from (4.1), immediately that

$$
\begin{align*}
& a\left(M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \mid \phi_{0}, \eta_{0}\right]\right) \\
& \leqslant M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] . \tag{4.2}
\end{align*}
$$

Now, let $\epsilon>0$ and $t_{0} \in R^{+}$be given. Assume that the trivial solution $u \equiv 0$ of (2.2) is equi-stable. Then for these given $a(\epsilon)>0$ and $t_{0} \in R^{+}$, there exists a $\delta=\delta\left(t_{0}, \epsilon\right)$ $>0$ satisfying
$u\left(t, t_{0}, u_{0}\right)<b(\epsilon)$ for $t \geqslant t_{0}$ provided $u_{0} \leqslant \delta$.
Moreover, because of the continuity of $b(t, r)$ by (d), there exists a $\delta_{1}=\delta_{1}\left(t_{0}, \epsilon\right)>0$ such that

$$
\begin{equation*}
\left\|\phi_{0}\right\|_{0} \leqslant \delta_{1} \text { implies } b\left(t_{0},\left\|\phi_{0}\right\|_{0}\right)<\delta . \tag{4.4}
\end{equation*}
$$

Combination of the facts (4.2), (4.3), and (4.4) implies

$$
\begin{align*}
& a\left(M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \phi_{0}, \eta_{0}\right]\right) \\
& \quad \leqslant M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \\
& \quad \leqslant r\left(t, t_{0}, u_{0}\right)<a(\epsilon) \quad \text { for } t \geqslant t_{0} \tag{4.5}
\end{align*}
$$

whenever

$$
\left\|\phi_{0}\right\|_{0}<\delta_{1}
$$

which, by the monotonicity of $a$, also implies
$M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \mid \phi_{0}, \eta_{0}\right]<\epsilon, t \geqslant t_{0}$,
whenever

$$
\left\|\phi_{0}\right\|_{0}<\delta_{1}
$$

QED
As an extension of previous theorem, we shall have the following corollary which is pertaining to the sufficient conditions of uniformly stable in mean for the trivial solution $x \equiv 0$ of (2.1).

Corollary 4.1: Assume that all the hypothesis of Theorem 4.1 hold. Furthermore, assume that $b(t, r)$ $\equiv b(r)$. Then the trivial solution $x \equiv 0$ of (2.1) is uniformly stable in mean, if the trivial solution $u \equiv 0$ of (2.2) is uniformly stable.

Proof: Following the proof of Theorem 4.1, we obtain (4.4). Note that $\delta_{1}$ in (4.4) is independent of $t_{0}$. Thus $x \equiv 0$ is uniformly stable in mean.

QED
An application of one of the comparison theorems (Theorem 3.2) yield the following useful result of the sufficient conditions of equiasymptotically stable in mean.

Theorem 4.2: Assume that there exist functions $V(t, \phi(0), \eta(t)), g(t, u)$ and $A(t)$ satisfying the following conditions:
(a) $A(t)>0$ is continuous on $[-r, \infty)$, and $A(t) \rightarrow \infty$ as $t \rightarrow \infty$.
(b) $V \in C\left([-r, \infty) \times R^{n} \times R, R^{+}\right), V(t, \phi(0), \eta(t))$ is uniformly locally Lipschitzian in $\phi(0)$, and $M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right]$ is differentiable in $t$, where $x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)$ is a solution of (2.1),
(c) $g \in \mathcal{C}\left(R^{+} \times R^{+}, R^{+}\right), g(t, 0) \equiv 0$, and $g(t, u)$ is concave in $u$, also

$$
\begin{aligned}
& A(t) D^{+} M[V(t, \phi(0), \eta(t) ; \phi)]+V(t, \phi(0), \eta(t)) D^{*} A(t) \\
& \leqslant g(t, V(t, \phi(0), \eta(t)) A(t))
\end{aligned}
$$

for $t>t_{0}$ and $\phi \in \tilde{A}$, where

$$
\begin{aligned}
\tilde{A} & =\left\{\phi \in C \mid \sup _{-r \in *_{0}} M\left[V(t+s, \phi(s), \eta(t+s)) A(t+s) \mid \eta_{0}, \phi_{0}\right]\right. \\
& \left.=M\left[V(t, \phi(0), \eta(t)) A(t) \mid \eta_{0}, \phi_{0}\right]\right\} .
\end{aligned}
$$

(d) There exists functions $a(r) \in K$ and $b(t, r) \in B$
where $a$ is convex, such that

$$
a(\|\phi(0)\|) \leqslant V(t, \phi(0), \eta) \leqslant b\left(t,\|\phi\|_{0}\right)
$$

for $\phi \in C$ and $\left(t_{\dot{c}} \phi(0), \eta\right) \in[-r, \infty) \times R^{n} \times R$.

Then, the trivial solution $x \equiv 0$ of (2.1) is equistable in mean and quasi-equiasymptotically stable in mean (hence equiasymptotically stable in mean) if the trivial solution $u \equiv 0$ of (2.2) is equistable.

Proof: If $x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)$ is any solution of (2.1) such that

$$
A\left(t_{0}\right) a\left(t_{0},\left\|\phi_{0}\right\|_{0}\right)=u_{0}
$$

we have, by Theorem 3.2,
$M\left[A(t) V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \leqslant r\left(t, t_{0}, u_{0}\right), t \geqslant t_{0}$.
Let $\epsilon>0$ and $t_{0} \in[0, \infty)$ be given. Let

$$
\alpha=\min _{-r \leqslant \leqslant \infty} A(t) .
$$

By assumption on $A(t)$, it is clear that $\alpha>0$.
Set $C=\alpha a(\epsilon)$. Then proceeding as in the proof of Theorem 4.1 with this $C$ instead of $a(\epsilon)$, it is easy to prove that the trivial solution of (2.1) is equistable in mean.

To prove quasi-equiasymptotically stable in mean, given $\rho>0$, let $C^{*}=\alpha a(\rho)$. Let $\delta_{1}\left(t_{0}, \rho\right)$ be such that

$$
\left\|\phi_{0}\right\|_{0}<\delta_{1}
$$

implies

$$
M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \mid \phi_{0}, \eta_{0}\right]<\rho
$$

for $t \geqslant t_{0}$.
This is possible by equistability in mean. Designate $\delta_{0}\left(t_{0}\right)=\delta_{1}\left(t_{0}, \rho\right)$, and suppose that $\left\|\phi_{0}\right\|_{0}<\delta_{0}$.

Since $A(t) \rightarrow \infty$ as $t \rightarrow \infty$, there exists a positive number $T=T\left(t_{0}, \epsilon\right)$ such that

$$
A(t) a(\epsilon)>C^{*}, \quad t \geqslant t_{0}+T
$$

We then have, by Theorem 3.2, (4.2), the fact that $u\left(t, t_{0}, u_{0}\right)<C^{*}$ if $u_{0} \leqslant \delta\left(t_{0}, \rho\right)$ and $A(t)>0$,

$$
\begin{align*}
& A(t) a\left(M\left[\left\|x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right\| \mid \phi_{0}, \eta_{0}\right]\right) \\
& \leqslant A(t) M\left[V\left(t, x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t), \eta(t)\right) \mid \phi_{0}, \eta_{0}\right] \\
& \leqslant \eta\left(t, t_{0}, u_{0}\right) \\
& <C^{*}<A(t) a(\epsilon), \quad t \geqslant t_{0}+T \tag{4.6}
\end{align*}
$$

Then it follows, from the foregoing enequality, that

$$
\left.M\left[\| x\left(t_{0}, \phi_{0}, \eta_{0}\right)(t)\right) \| \phi_{0}, \eta_{0}\right]<\epsilon, t \geqslant t_{0}+T
$$

provided

$$
\left\|\phi_{0}\right\|_{0}<\delta_{0}
$$

> QED

## 5. EXAMPLES

In this very last section of this paper, we shall consider a scalar linear functional differential equation with retardation $\eta(t, \omega)$ and demonstrate the applicability of Theorem 4.1 by using two different Lyapunov functions.
(A) Consider the stochastic functional differential equation

$$
\begin{equation*}
\dot{x}(t)=\lambda(t) \int_{t-\eta(t)}^{t} x(s) d s \tag{5.1}
\end{equation*}
$$

where $\lambda(t)>0,0 \leqslant \eta(t) \leqslant r$, and $\lambda(t) \eta(t) \leqslant k(t) \in L_{1}[0, \infty)$. Let

$$
A_{1}=\left\{\phi \in C \mid \sup _{-r * s \in 0} V(t+s, \phi(s), \eta(t+s))\right.
$$

$$
\begin{equation*}
=V(t, \phi(0), \eta(t))\} \tag{5.2}
\end{equation*}
$$

Now choose a Lyapunov function

$$
\begin{equation*}
V(t, x, \eta)=|x| \tag{5.3}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\dot{V}(t, x, \eta) & =\frac{d}{d t}|x(t)| \leqslant|\dot{x}(t)| \\
& \leqslant \lambda(t) \int_{t-\eta(t)}^{t}|x(s)| d s \\
& \leqslant \lambda(t) \eta(t) \sup _{-r \leqslant s \leqslant 0}|x(s)| . \tag{5.4}
\end{align*}
$$

Hence, from (5.2), we have

$$
\begin{align*}
\dot{V}(t, x, \eta) & \leqslant \lambda(t) \eta(t) V(t, x, \eta) \\
& \leqslant k(t) V(t, x, \eta) \quad \text { for } \quad x_{t} \in A_{1} \tag{5.5}
\end{align*}
$$

Now choose

$$
g(t, u)=k(t) u
$$

Therefore, the trivial solution $u \equiv 0$ of the scalar differential equation

$$
\begin{equation*}
\dot{u}(t)=g(t, u(t)) \equiv k(t) u, \quad u_{0} \geqslant 0 \tag{5.6}
\end{equation*}
$$

is uniformly stable, which in turn (by Theorem 4.1 and Corollary 4.1) implies the trivial solution $x \equiv 0$ of (5.1) is uniformly stable in mean.
(B) Again, consider the same stochastic functional differential equation as (5.1)

$$
\begin{equation*}
\ddot{x}(t)=\lambda(t) \int_{t-n(t)}^{t} x(s) d s \tag{5.7}
\end{equation*}
$$

where $\lambda(t)>0,0 \leqslant \eta(t) \leqslant r$ and we have further assumption on $\eta(t)$ and $\lambda(t)$ such as

$$
\begin{equation*}
\lambda(t) \eta(t)+[D \eta(t) / \eta(t)+1] \leqslant h(t) \in L_{1}[0, \infty) \tag{5.8}
\end{equation*}
$$

where $D \eta(t) \equiv \lim _{h \rightarrow 0} M\left[h^{-1}(\eta(t+h)-\eta(t)) \mid \eta(t)=\eta\right]$.
Notice that $D \eta(t)$ as defined above is a function of $t$ and $\eta$. i. e., $D \eta(t)=f(t, \eta)$. Now, choose a Lyapunov function $V(t, x, \eta)$ as

$$
\begin{equation*}
V(t, x, \eta)=|x|[\eta(t)+1] . \tag{5.9}
\end{equation*}
$$

Then

$$
\begin{align*}
D^{+} M & {[V(t, x(t), \eta(t))] } \\
& =\frac{d}{d t}|x(t)|[\eta(t)+1]+|x| D \eta(t) \\
& \leqslant|\dot{x}(t)|[\eta(t)+1]+|x| D \eta(t) \\
& \leqslant \lambda(t) \eta(t) V(t, x, \eta)+\{D \eta(t) /[\eta(t)+1]\} V(t, x, \eta) \\
& =(\lambda(t) \eta(t)+\{D \eta(t) /[\eta(t)+1]\}) V(t, x, \eta) \\
& \leqslant h(t) V(t, x, \eta) . \tag{5.10}
\end{align*}
$$

Choose $g(t, u)=h(t) u$.
The same conclusion we have, as in (A) that the trivial solution $u \equiv 0$ of

$$
\begin{equation*}
\dot{u}(t)=g(t, u) \equiv h(t) u, u_{0} \geqslant 0 \tag{5.11}
\end{equation*}
$$

is uniformly stable.
Hence, the trivial solution $x \equiv 0$ of (5.7) is uniformly stable in mean.
${ }^{1}$ E.A. Lidskii, Differ. Uravn. 1, 1 (1965),
${ }^{2}$ V. Lakshmikantham and S. Leela, Differential and Integral Inequalities (Academic, New York, 1969), Vol. II.
${ }^{3}$ J. L. Doob, Stochastic Process (Wiley, New York, 1953).
${ }^{4}$ J. Hale, Functional Differential Equations (Springer-Verlag, Berlin, 1971).
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#### Abstract

The use of cumulant techniques for analyzing time dependent, stochastic matrix expressions of the form $\left\langle T \exp \left[\int_{0}^{t} \tilde{\mathbf{B}}(S) d S\right]\right\rangle$ is explained. Because cumulants are complicated expressions when $\tilde{\mathbf{B}}(t)$ does not commute with itself at unequal times, we explicitly work out cumulant expressions up to fourth order. The fourth order terms can be used to demonstrate that noncommutivity prevents the generalization, to time-dependent, stochastic matrices which do not commute with themselves at unequal times, of the result which applies to commuting stochastic processes that states: If the stochastic process is Gaussian, then its cumulant expansion truncates after the second cumulant. Furthermore, it is argued that if the stochastic matrix process is both Gaussian and purely random then the cumulant expansion does truncate after the second cumulant, after all. The significance of this result with respect to the application of approximation involving cumulants is mentioned.


## INTRODUCTION

It is the purpose of this paper to apply cumulant techniques to the analysis of multiplicative stochastic processes. ${ }^{1}$ When the stochastic matrices, which appear in the differential equations defining a particular multiplicative stochastic process, have special properties, the use of cumulants can lead to significant simplifications in the analysis of solutions to the differential equations. In general, when no special conditions are imposed on the properties of the stochastic matrices, cumulant expressions contain all of the information of the original problem, but without any particular advantages for further analysis. Kubo ${ }^{2}$ has introduced cumulant techniques for the study of multiplicative stochastic processes, and he has attempted to approach the problem in as general a setting as possible. Fox ${ }^{1}$ has studied multiplicative stochastic processes without using cumulant techniques, and has restricted his approach to the problem to the use of stochastic matrices which are purely random and Gaussian. It will be demonstrated in this paper that the restriction to purely random, Gaussian, stochastic matrices corresponds with the special conditions alluded to earlier for which cumulant techniques are most useful.

In the course of this paper we will show how the utility of cumulant techniques is related to the Gaussian property of the stochastic matrices. When the stochastic matrices are time independent, the Gaussian property alone guarantees major simplifications in analysis if cumulants are used. When the stochastic matrices are time dependent and do not commute for unequal times, then the Gaussian property alone is insufficient, and must be augmented by the purely random property if efficacy is to be achieved using cumulant methods. It is this last point that requires emphasis when one is using approximation methods which rely upon cumulants expansions.

## TIME ORDERING AND CUMULANTS

Consider a multiplicative stochastic process described by ${ }^{1}$

$$
\begin{equation*}
\frac{d}{d t} a_{\alpha}(t)=A_{\alpha \alpha^{\prime}} a_{\alpha^{\prime}}(t)+\tilde{A}_{\alpha \alpha^{\prime}}(t) a_{\alpha^{\prime}}(t) \tag{1}
\end{equation*}
$$

in which $A_{\alpha \alpha^{\prime}}=-A_{\alpha^{\prime} \alpha}, \tilde{A}_{\alpha \alpha^{\prime}}(t)=-\tilde{A}_{\alpha^{\prime} \alpha}(t), \tilde{A}_{\alpha \alpha^{\prime}}(t)$ is a
stochastic matrix with averaged value zero, $\alpha$ $=1,2, \ldots, N$, and repeated indices are summed. If $\tilde{A}_{\alpha \alpha}(t)$ had a nonzero averaged value, we could include its averaged value in the term $A_{\alpha \alpha^{*}}$ and start over again with $\tilde{A}_{\alpha \alpha^{\prime}}{ }^{\prime}(t)-\left\langle\tilde{A}_{\alpha \alpha^{\prime}}(t)\right\rangle$ as the stochastic matrix, where $\langle\cdots\rangle$ denotes stochastic averaging. We would then have a process such as described by (1) with the average value of $\widetilde{A}_{\alpha \alpha}{ }^{\prime}(t)$ equal to zero. A useful manner for obtaining the solution to (1) is to use the transformation

$$
\begin{equation*}
a_{\alpha}(t)=[\exp (t \mathbf{A})]_{\alpha \alpha}, b_{\alpha^{\prime}}(t) \tag{2}
\end{equation*}
$$

Consequently, the $b_{\alpha}$ 's satisfy

$$
\begin{align*}
\frac{d}{d t} b_{\alpha}(t) & =[\exp (-t \mathbf{A})]_{\alpha^{\prime}} \tilde{A}_{B^{\prime}}(t)[\exp (t \mathbf{A})]_{B^{\prime}, \alpha^{\prime}} b_{\alpha^{\prime}}(t) \\
& \equiv \tilde{B}_{\alpha \alpha^{\prime}}(t) b_{\alpha^{\prime}}(t) \tag{3}
\end{align*}
$$

where the second equality defines $\tilde{\mathrm{B}}(t)$. Note that the averaged value of $\tilde{\mathbf{B}}(t)$ is zero since it is linear in the matrix elements of $\tilde{\mathbf{A}}(t)$. In general, $\mathbf{A}$ and $\widetilde{\mathbf{A}}(t)$ will not commute, neither will $\tilde{\mathbf{A}}(t)$ and $\tilde{\mathbf{A}}(s)$ nor $\tilde{\mathbf{B}}(t)$ and $\tilde{\mathbf{B}}(s)$ for $t \neq s$.

The formal solution to (3) must be written with a time ordered exponential ${ }^{3}$ defined by

$$
\begin{align*}
b_{\alpha}(t)= & {\left[T \exp \left(\int_{0}^{t} \tilde{\mathrm{~B}}(s) d s\right)\right]_{\alpha \alpha}, b_{\alpha},(0) } \\
\equiv & \sum_{n=0}^{\infty} \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \cdots \int_{0}^{t_{n-2}} \int_{0}^{t_{n-1}}\left[\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \cdots\right. \\
& \left.\tilde{B}_{\mu_{n-2} \mu_{n-1}}\left(t_{n-1}\right) \tilde{B}_{\mu_{n-1} \alpha^{\alpha}}\left(t_{n}\right)\right] d t_{n} d t_{n-1} \cdots d t_{2} d t_{1} b_{\alpha},(0) \tag{4}
\end{align*}
$$

where the $n=0$ term is defined to be 1 . If $\tilde{\mathbf{B}}(t)$ and $\tilde{\mathbf{B}}(s)$ commuted for $t \neq s$, then (4) would reduce to an ordinary exponential
$\sum_{n=0}^{\infty} \frac{1}{n!} \int_{0}^{t} \cdots n \cdots \int_{0}^{t}\left[\tilde{B}_{\alpha \mu_{1}}\left(S_{1}\right) \cdots \tilde{B}_{\mu_{n-1} \alpha^{\prime}}\left(S_{n}\right)\right] d S_{n} \cdots d S_{1} b_{\alpha^{\prime}}(0)$.
If $\tilde{\mathbf{B}}(t)$ is in fact time independent, then all time integrations are easily performed giving the ordinary exponential

$$
\sum_{n=0}^{\infty} \frac{1}{n!} t^{n}\left[(\tilde{B})^{n}\right]_{\alpha \alpha}, b_{\alpha},(0) .
$$

Cumulants arise when one wishes to perform the stochastic average of an expression like (4) or its more simple forms given above, at the end of the preceeding
paragraph. Historically speaking, cumulants arose in statistics and were known as Thiele semi-invariants. ${ }^{4}$

Suppose that we have a time independent stochastic variable $\tilde{X}$ and we are interested in calculating $\langle\exp (\tilde{X})\rangle$, where $\tilde{X}$ may be either a scalar or a matrix stochastic quantity determined by the distribution function for its values. The cumulants for $\tilde{X}$ are defined by

$$
\begin{align*}
\langle\exp (\tilde{X})\rangle & =\left\langle\sum_{n=0}^{\infty} \frac{1}{n!}(\tilde{X})^{n}\right\rangle=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle(\tilde{X})^{n}\right\rangle \\
& \equiv \exp \left(\sum_{n=1}^{\infty} \frac{1}{n!}\left\langle(\tilde{X})^{n}\right\rangle_{c}\right) \tag{5}
\end{align*}
$$

where $\langle\cdots\rangle_{c}$ denotes the cumulant average. Cumulant averaging is by definition a homogeneous process with respect to multiplication of $\tilde{X}$ by a constant, just as is the case with ordinary averaging. Therefore, $\left\langle(\lambda \tilde{X})^{\eta}\right\rangle_{c}$ $=\lambda^{n}\left\langle(\tilde{X})^{n}\right\rangle_{c}$, and

$$
\begin{equation*}
\langle\exp (\lambda \tilde{X})\rangle=\exp \left(\sum_{n=1}^{\infty} \frac{\lambda^{n}}{n!}\left\langle\left(\tilde{X^{n}}\right\rangle_{c}\right) .\right. \tag{6}
\end{equation*}
$$

Differentiating (6) $n$ times with respect to $\lambda$, followed by setting $\lambda=0$, gives for $n=1,2,3,4, \cdots$

$$
\begin{align*}
& \langle\tilde{X}\rangle=\langle\tilde{X}\rangle_{c}, \\
& \left\langle(\tilde{X})^{2}\right\rangle=\left\langle\langle\tilde{X})^{2}\right\rangle_{c}+\langle\tilde{X}\rangle_{c}^{2}, \\
& \left\langle(\tilde{X})^{3}\right\rangle=\left\langle(\tilde{X}\rangle_{c}^{3}+3\left\langle(\tilde{X})^{2}\right\rangle_{c}\langle\tilde{X}\rangle_{c}+\langle\tilde{X}\rangle_{c}^{3},\right.  \tag{7}\\
& \left\langle(\tilde{X})^{4}\right\rangle=\left\langle(\tilde{X})^{4}\right\rangle_{c}+4\left\langle(\tilde{X}\rangle^{3}\right\rangle_{c}\langle\tilde{X}\rangle_{c}+3\left\langle(\tilde{X}\rangle^{2}\right\rangle_{c}^{2}+6\left\langle(\tilde{X})^{2}\right\rangle_{c}\langle\tilde{X}\rangle_{c}^{2}+\langle\tilde{X}\rangle_{c}^{4}
\end{align*}
$$

Starting with the first line, these equations may be successively inverted to give expressions for cumulant averages in terms of ordinary stochastic averages:
$\langle\tilde{X}\rangle_{c}=\langle\tilde{X}\rangle$,
$\left\langle(\tilde{X})^{2}\right\rangle_{c}=\left\langle(\tilde{X})^{2}\right\rangle-\langle\tilde{X}\rangle^{2}$,

$$
\begin{aligned}
& \left\langle(\tilde{X})^{3}\right\rangle_{c}=\left\langle\langle\tilde{X})^{3}\right\rangle-3\left\langle(\tilde{X})^{2}\right\rangle\langle\tilde{X}\rangle+2\langle\tilde{X}\rangle^{3}, \\
& \left\langle(\tilde{X})^{4}\right\rangle_{c}=\left\langle(\tilde{X})^{4}\right\rangle-4\left\langle(\tilde{X})^{3}\right\rangle\langle\tilde{X}\rangle-3\left\langle(\tilde{X})^{2}\right\rangle^{2}+12\left\langle(\tilde{X})^{2}\right\rangle\left\langle\tilde{X} \tilde{x}^{2}-6\langle\tilde{X}\rangle^{4}\right.
\end{aligned}
$$

It is possible to define cumulants even when we are dealing with time-dependent stochastic matrices which do not commute at unequal times. ${ }^{2}$ One gets timeordered cumulants defined by

$$
\begin{align*}
\left\langle T \exp \left(\int_{0}^{t} \tilde{\mathrm{~B}}(S) d S\right)\right\rangle= & \underset{T}{T} \exp \left(\sum_{n=1}^{\infty} \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \cdots \int_{0}^{t_{n-2}} \int_{0}^{t_{n-1}}\right. \\
& \times\left\langle\tilde{\mathrm{B}}\left(t_{1}\right) \tilde{\mathrm{B}}\left(t_{2}\right) \cdots \tilde{\mathrm{B}}\left(t_{n-1}\right) \tilde{\mathrm{B}}\left(t_{n}\right)\right\rangle_{c} \\
& \left.\times d t_{n} d t_{n-1} \cdots d t_{2} d t_{1}\right) \tag{9}
\end{align*}
$$

Because it is so easy to misinterpret the precise meaning of ( 9 ), we introduce here the following notational scheme which permits unambiguous rendering of (9). Define $g_{\alpha \beta}^{(n)}\left(t_{1}\right)$ by

$$
\begin{align*}
g_{\alpha \beta}^{(n)}\left(t_{1}\right) \equiv & \int_{0}^{t_{1}} \int_{0}^{t_{2}} \cdots \int_{0}^{t_{n-2}} \int_{0}^{t_{n-1}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \cdots\right. \\
& \left.\tilde{B}_{\mu_{n-2} \mu_{n-1}}\left(t_{n-1}\right) \tilde{B}_{\mu_{n-1}}\left(t_{n}\right)\right\rangle_{c} d t_{n} d t_{n-1} \cdots d t_{3} d t_{2} . \tag{10}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left\langle\underline{T} \exp \left(\int_{0}^{t} \tilde{B}(S) d S\right)\right\rangle=T \exp \left(\sum_{n=1}^{\infty} \int_{0}^{t} \mathbf{g}^{(n)}\left(t_{1}\right) d t_{1}\right) . \tag{11}
\end{equation*}
$$

As before, we can introduce a parameter $\lambda$, and using (10) leads to

$$
\begin{equation*}
\left\langle\underline{T} \exp \left(\int_{0}^{t} \lambda \tilde{\mathbf{B}}(S) d S\right)\right\rangle=T \exp \left(\sum_{n=1}^{\infty} \int_{0}^{t} \lambda^{n} \mathbf{g}^{(n)}\left(t_{1}\right) d t_{1}\right) \tag{12}
\end{equation*}
$$

Differentiating (12) with respect to $\lambda, n$ times, followed by setting $\lambda=0$, gives for $n=1,2,3,4, \cdots$

$$
\begin{aligned}
& \int_{0}^{t}\left\langle\tilde{B}_{\alpha \beta}\left(t_{1}\right)\right\rangle d t_{1}=\int_{0}^{t} g_{\alpha \beta}^{(1)}\left(t_{1}\right) d t_{1}=\int_{0}^{t}\left\langle\tilde{B}_{\alpha \beta}\left(t_{1}\right)\right\rangle_{c} d t_{1}, \\
& \int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right) \tilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle d t_{2} d t_{1}=\int_{0}^{t} g_{\alpha \beta}^{(2)}\left(t_{1}\right) d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} g_{\alpha \mu}^{(1)}\left(t_{1}\right) g_{\mu \beta}^{(1)}\left(t_{2}\right) d t_{2} d t_{1} \\
& =\int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right) \tilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle_{c} d t_{2} d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle_{c} d t_{2} d t_{1}, \\
& \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2}{ }^{\beta}}\left(t_{3}\right)\right\rangle d t_{3} d t_{2} d t_{1} \\
& =\int_{0}^{t} g_{\alpha \mu}^{(3)}\left(t_{1}\right) d t_{1}+\int_{0}^{t} \int_{0}^{t} g_{\alpha \mu}^{(2)}\left(t_{1}\right) g_{\mu \beta}^{(1)}\left(t_{2}\right)+\int_{0}^{t} \int_{0}^{t_{1}} g_{\alpha \mu}^{(1)}\left(t_{1}\right) g_{\mu \beta}^{(2)}\left(t_{2}\right) d t_{2} d t_{1}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \beta}\left(t_{3}\right)\right\rangle_{c} d t_{3} d t_{2} d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{2} \beta}\left(t_{2}\right)\right\rangle_{c} d t_{2} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle B_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle_{c}\left\langle B_{\mu_{1} \mu_{2}}\left(t_{2}\right) B_{\mu_{2} 2^{8}}\left(t_{3}\right)\right\rangle_{c} d t_{3} d t_{2} d t_{1}+\int^{t} \int^{t_{1}} \int^{t_{2}}\left\langle B_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle_{c}\left\langle B_{\mu_{1}{ }_{2}}\left(t_{2}\right)\right\rangle_{c}\left\langle B_{\mu_{2}{ }^{8}}\left(t_{3}\right)\right\rangle_{c} d t_{3} d t_{2} d t_{1}, \\
& \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3}}\left(t_{4}\right)\right\rangle d t_{4} d t_{3} d t_{2} d t_{1} \\
& =\int_{0}^{t} g_{\alpha \beta}^{(4)}\left(t_{1}\right) d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} g_{\alpha \mu}^{(3)}\left(t_{1}\right) g_{\mu \beta}^{(1)}\left(t_{2}\right) d t_{2} d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} g_{\alpha \mu}^{(1)}\left(t_{1}\right) g_{\mu \beta}^{(3)}\left(t_{2}\right) d t_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} g_{\alpha \mu}^{(2)}\left(t_{1}\right) g_{\mu \beta}^{(2)}\left(t_{2}\right) d t_{2} d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} g_{\alpha \mu_{1}}^{(2)}\left(t_{1}\right) g_{\mu_{1 \mu_{2}}}^{(1)}\left(t_{2}\right) g_{\mu_{2^{\beta}}^{(1)}}^{(1)}\left(t_{3}\right) d t_{3} d t_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} g_{\alpha \mu_{1}}^{(1)}\left(t_{1}\right) g_{\mu_{1 \mu}{ }_{2}}^{(2)}\left(t_{2}\right) g_{\mu_{2}{ }^{(1)}}^{(1)}\left(t_{3}\right) d t_{3} d t_{2} d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} g_{\alpha \mu_{1}}^{(1)}\left(t_{1}\right) g_{\mu_{1^{\mu}}}^{(1)}\left(t_{2}\right) g_{\mu_{2}{ }^{8}}^{(2)}\left(t_{3}\right) d t_{3} d t_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}} g_{\alpha \mu_{1}}^{(1)}\left(t_{1}\right) g_{\mu_{1 \mu}{ }_{2}}^{(1)}\left(t_{2}\right) g_{\mu_{2}{ }^{\mu}}^{(1)}\left(t_{3}\right) g_{\mu_{3}^{B}}^{(1)}\left(t_{4}\right) d t_{4} d t_{3} d t_{2} d t_{1} \\
& =\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\widetilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \widetilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \widetilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \widetilde{B}_{\mu_{3}}\left(t_{4}\right)\right\rangle_{c} d t_{4} d t_{3} d t_{2} d t_{1}
\end{aligned}
$$

$$
\begin{align*}
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{S_{2}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1 \mu_{2}}}\left(S_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(S_{3}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{3} B}\left(t_{2}\right)\right\rangle_{c} d t_{2} d S_{3} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{1 \mu_{2}}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{\mathrm{g}}}\left(t_{4}\right)\right\rangle_{c} d t_{4} d t_{3} d t_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{2^{\mu}}}\left(t_{2}\right) \tilde{B}_{\mu_{98}}\left(S_{3}\right)\right\rangle_{c} d S_{3} d t_{2} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1 \mu}}\left(S_{2}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{2}{ }^{\mu} 3}\left(t_{2}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{3} B}\left(t_{3}\right)\right\rangle_{c} d t_{3} d t_{2} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2^{\mu}}}\left(S_{3}\right\rangle_{c}\left\langle\tilde{B}_{\mu_{3} B}\left(t_{3}\right)\right\rangle_{c} d t_{3} d S_{3} d t_{2} d t_{1}\right. \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{1{ }^{\mu}}{ }_{2}}\left(t_{2}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3} B}\left(t_{4}\right)\right\rangle_{c} d t_{4} d t_{3} d t_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{2^{\mu}}}\left(t_{3}\right)\right\rangle_{c}\left\langle\tilde{B}_{\mu_{3} \beta}\left(t_{4}\right)\right\rangle_{c} d t_{4} d t_{3} d t_{2} d t_{1} . \tag{13}
\end{align*}
$$

Especially notice the limits of integration in several of the terms which contribute to the third and fourth order expressions. By successively inverting these equations we get expressions for the cumulants in terms of the ordinary stochastic averages:

$$
\begin{align*}
& \int_{0}^{t}\left\langle\widetilde{B}_{\alpha \beta}\left(t_{1}\right)_{c} d t_{1}=\int_{0}^{t}\left\langle\widetilde{B}_{\alpha \beta}\left(t_{1}\right)\right\rangle d t_{1},\right. \\
& \int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right) \tilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle_{c} d t_{2} d t_{1}=\int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right) \tilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle d t_{2} d t_{1}-\int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right)\right\rangle\left\langle\tilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle d t_{2} a t_{1}, \\
& \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1 \mu} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \beta}\left(t_{3}\right)\right\rangle_{c} d t_{3} d t_{2} d t_{1} \\
& =\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2}{ }^{\beta}}\left(t_{3}\right)\right\rangle d t_{9} d t_{2} d t_{1}-\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1 \mu}{ }_{2}}\left(S_{2}\right)\right\rangle\left\langle\tilde{B}_{\mu_{2} \beta}\left(t_{2}\right)\right\rangle d t_{2} d S_{2} d t_{1} \\
& -\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha \mu_{1}}(t)\right\rangle\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \beta}\left(t_{3}\right)\right\rangle d t_{3} d t_{2} d t_{1}+\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right)\right\rangle\left\langle\tilde{B}_{\mu_{2} \mathrm{~B}}\left(t_{3}\right)\right\rangle d t_{3} d t_{2} d t_{1}, \\
& \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3}}{ }^{8}\left(t_{4}\right)\right\rangle_{c} d t_{4} d t_{3} d t_{2} d t_{1} \\
& =\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3}}\left(t_{4}\right)\right\rangle d t_{4} d t_{3} d t_{2} d t_{1} \\
& -\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{s_{2}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \widetilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right) \tilde{B}_{\mu_{2^{\mu}}{ }_{3}}\left(S_{3}\right)\right\rangle\left\langle\tilde{B}_{\mu_{3} B}\left(t_{2}\right)\right\rangle d t_{2} d S_{3} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle\left\langle\widetilde{B}_{\mu_{2^{\mu}}}\left(S_{3}\right)\right\rangle\left\langle\tilde{B}_{\mu_{3} \mathrm{~B}}\left(t_{2}\right)\right\rangle d t_{2} d S_{3} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{s_{2}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right) \tilde{B}_{\mu_{2^{\mu}}}\left(S_{3}\right)\right\rangle\left\langle\tilde{B}_{\mu_{3} B}\left(t_{2}\right)\right\rangle d t_{2} d S_{3} d S_{2} d t_{1} \\
& -\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right)\right\rangle\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle\left\langle\tilde{B}_{\mu_{2} \mu_{3}}\left(S_{3}\right)\right\rangle\left\langle\tilde{B}_{\mu_{3}}{ }^{\mathrm{B}}\left(t_{2}\right)\right\rangle d t_{2} d S_{3} d S_{2} d t_{1} \\
& -\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right)\right\rangle\left\langle\tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \widetilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3} 8}\left(t_{4}\right)\right\rangle d t_{4} d t_{3} d t_{2} d t_{1} \\
& -\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle\left\langle\widetilde{B}_{\mu_{2^{\mu}}{ }^{\mu_{2}}}\left(t_{2}\right) \tilde{B}_{\mu_{3}{ }^{\beta}}\left(S_{3}\right)\right\rangle d S_{3} d t_{2} d S_{2} d t_{1} \\
& +\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right)\right\rangle\left\langle\widetilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle\left\langle\tilde{B}_{\mu_{2} \mu_{3}}\left(t_{2}\right) \widetilde{B}_{\mu_{3}}\left(S_{3}\right)\right\rangle d S_{3} d t_{2} d S_{2} d t_{1} . \tag{14}
\end{align*}
$$

Again, especially notice the limits of integration in several of the terms which contribute to the third and fourth order expressions. By studying the special cases in which either $\tilde{\mathbf{B}}(t)$ commutes for unequal times, or $\widetilde{\mathbf{B}}$ is time independent, it may be shown that (14) reduces to (8), and (13) reduces to (7). It should by now be clear how to obtain the higher order cumulants for $\mathrm{B}(t)$ when it does not commute with itself for unequal times, even though the expressions become quite complicated.

## THE GAUSSIAN PROPERTY

Throughout this discussion of the Gaussian property, it is convenient to invoke the condition that the averaged value of $\widetilde{\mathbf{B}}(t)$ is zero. This simplifies considerations without loss of generality, as was explained at the beginning of the last section. The analogous condition for $\tilde{X}$ is that $\langle\tilde{X}\rangle=0$.

Suppose that $\tilde{X}$ is Gaussian with averaged value zero. Then it is known that the moments of $\tilde{X}$ satisfy ${ }^{5}$

$$
\begin{aligned}
& \left\langle(\tilde{X})^{2 m+1}\right\rangle=0 \text { for } m=0,1,2, \cdots, \\
& \left\langle(\tilde{X})^{2 m}\right\rangle=1 \times 3 \times 5 \times \cdots \times(2 m-1)\left\langle(\tilde{X})^{2}\right\rangle^{m} \text { for } m=1,2, \cdots
\end{aligned}
$$

If we return to ( 8 ) we see that

$$
\begin{equation*}
\langle\tilde{X}\rangle_{c}=0,\left\langle(\tilde{X})^{2}\right\rangle_{c}=\left\langle(\tilde{X})^{2}\right\rangle, \tag{16}
\end{equation*}
$$

$$
\left\langle\langle\tilde{X})^{3}\right\rangle_{c}=0, \quad\left\langle(\tilde{X})^{4}\right\rangle_{c}=0 .
$$

The last result follows from the cancellation of the two nonvanishing terms: $\left\langle(\tilde{X})^{4}\right\rangle$ and $-3\left\langle(\widetilde{X})^{2}\right\rangle^{2}$, as may be seen using the second equation in (15). It may be proved generally that all cumulants of order higher than four also vanish. The proof may be performed by the method of induction. We assume it is true that except for the nonvanishing, second order cumulant, all cumulants up to and including order $2 m$ for $m>2$ vanish. We shall now show that cumulants of order $2 m+1$ and $2 m+2$ also vanish.

The cumulant of order $2 m+1$ will be expressible as an expansion in terms of the moments of $\tilde{X}$ up to order $2 m+1$ as is indicated by (8). The leading term will be $\left\langle(\tilde{X})^{2 m+1}\right\rangle$ which is zero according to (15). All other terms in the expansion will involve products of lower order moments in which at least one factor is an odd order, lower than $2 m+1$ order moment. By (15), such moments vanish and we conclude that $\left\langle(\tilde{X})^{2 m+1}\right\rangle_{c}=0$.

The consideration of the cumulant of order $2 m+2$ is best pursued using the relationships given by (7). These relationships show that $\left\langle(\tilde{X})^{2 m+2}\right\rangle$ may be expressed in terms of cumulants of order less than or equal to $2 m$ +2 . The Gaussian properties given by (15) show that $\left\langle(\tilde{X})^{2 m+2}\right\rangle$ is nonvanishing. Its expansion, according to
(7), in terms of cumulants begins with $\left\langle(\tilde{X})^{2 m+2}\right\rangle_{c}$, which we wish to compute, and involves other terms, each of which is a product of lower order cumulants. By hypothesis, all lower order cumulant, except the second order and $2 m+1$ order cumulants, vanish, and we have already seen that the cumulant of order $2 m+1$ also vanishes. Therefore, all products vanish except the single term which is the product of $m+1$ second order cumulants. Therefore, it follows that $\left\langle(\tilde{X})^{2 m+2}\right\rangle=\left\langle(\tilde{X})^{2 m+2}\right\rangle_{c}$ $+C\left\langle(\tilde{X})^{2}\right\rangle_{c}^{m+1}$ where $C$ is a coefficient which has to be determined. Looking at (6), it may be seen that the $\left\langle(\tilde{X})^{2}\right\rangle_{c}^{m+1}$ term comes from the $m+1$ term in the expansion of the exponential on the right-hand side of (6). Such a term has a factor of $1 /(m+1)$ ! associated with it. Each factor of $\left\langle(\tilde{X})^{2}\right\rangle_{c}$ has associated with it a factor $1 / 2$ ! as is directly evident in (6). Therefore, $\left\langle(\widetilde{X})^{2}\right\rangle_{c}^{m+1}$ will have a factor, overall, of $[1 /(m+1)!](1 / 2!)^{m+1}$. This must be multiplied by $(2 m+2)$ ! to get $C$ as a result of the $2 m+2$ fold differentiation of $\lambda^{2 m+2}$. Consequently, $C=(2 m+2)!/(m+1)!2^{m+1}$. Using (15), it is seen that $\left\langle(\tilde{X})^{2 m+2}\right\rangle=1 \times 3 \times 5 \times \cdots \times(2 m+1)\left\langle(\tilde{X})^{2}\right\rangle^{m+1}$. Therefore,

$$
\begin{align*}
\left\langle(\tilde{X})^{2 m+2}\right\rangle_{c}= & 1 \times 3 \times 5 \times \cdots \times(2 m+1)\left\langle(\tilde{X})^{2}\right\rangle^{m+1} \\
& -\frac{(2 m+2)!}{(m+1)!2^{m+1}}\left\langle(\tilde{X})^{2}\right\rangle_{c}^{m+1} \\
= & 0 \tag{17}
\end{align*}
$$

since $\left\langle(\tilde{X})^{2}\right\rangle=\left\langle(\tilde{X})^{2}\right\rangle_{c}$. This completes the proof.
The conclusion is that if $\tilde{X}$ is Gaussian, with averaged value zero, then

$$
\begin{equation*}
\langle\exp [\tilde{X}]\rangle=\exp \left[\frac{1}{2}\left\langle\left(\tilde{X}^{2}\right\rangle\right]\right. \tag{18}
\end{equation*}
$$

which is especially simple. The cumulant expansion reduces to a single term!

Before attempting to generalize this result for consideration of stochastic matrices which do not commute for unequal times, it is worthwhile to observe that if $\tilde{X}$ is replaced by a scalar, time dependent stochastic quantity, $\widetilde{F}(t)$, then the Gaussian property again leads to great simplifications. We make this digression in order to point out that time dependence, per se, does not lead to complications. The complications which will arise in our discussion of stochastic matrices, which depend upon time but which do not commute for unequal times, come from the noncommutivity.

Suppose $\tilde{F}(t)$ has averaged value zero, and is Gaussian. It can then be shown that ${ }^{6}$

$$
\begin{equation*}
\left\langle\operatorname { e x p } \left[\int_{0}^{t} \tilde{F}(S) d S D=\exp \left[\frac{1}{2} \int_{0}^{t} \int_{0}^{t}\left\langle\tilde{F}\left(S_{1}\right) \tilde{F}\left(S_{2}\right)\right\rangle d S_{1} d S_{2}\right] .\right.\right. \tag{19}
\end{equation*}
$$

Equation (19) • 'he time dependent generalization of (18) for a time-dt,pendent, scalar, stochastic process. Again, the cumulant expansion reduces to a single term.

The generalization of this result to time-dependent stochastic matrices which do not commute at unequal times cannot be made. The Gaussian property for $\tilde{\mathbf{B}}(t)$ is expressed by ${ }^{1}$

$$
\begin{equation*}
\left\langle\tilde{B}_{\mu_{1} \nu_{1}}\left(t_{1}\right) \cdots \tilde{B}_{\mu_{2 m+1} \nu_{2 m+1}}\left(t_{2 m+1}\right)\right\rangle=0 \text { for } m=0,1,2, \cdots \tag{20}
\end{equation*}
$$

$$
\begin{aligned}
& \left\langle\widetilde{B}_{\mu_{1} \nu_{1}}\left(t_{1}\right) \cdots \tilde{B}_{\mu_{2 m^{\nu}} \nu_{m}}\left(t_{2 m}\right)\right\rangle=\frac{1}{2^{m} m!} \\
& \left.\quad \times \sum_{p \in S_{2 m}} \prod_{j=1}^{m}\left\langle\tilde{B}_{\mu_{p}(2 j-1}\right)^{\nu}(2 j-1)\left(t_{p(2 j-1)}\right) \tilde{B}_{\left.\mu_{p(2 j}\right)^{\nu}(2 j)}\left(t_{p(2 j}\right)\right\rangle \\
& \quad \text { for } m=1,2, \cdots,
\end{aligned}
$$

where $\sum_{p \in S_{2 m}}$ is the sum over all permutations $p$ in the symmetric group of order ( $2 m$ )!, $S_{2 m}$. Even though we can think of a Gaussian $\widetilde{\mathbf{B}}(t)$ in the sense of (20), the Gaussian property alone will prove insufficient for the reduction of (9) to a form analogous with (18) or (19). It is necessary that $\tilde{\mathrm{B}}(t)$ be Gaussian and purely random in order to write

$$
\begin{equation*}
\left\langle\underline { T } \operatorname { e x p } \left[\int_{0}^{t} \tilde{\mathrm{~B}}(S) d S D=\underline{T} \exp \left[\int_{0}^{t} \int_{0}^{t_{1}}\left\langle\widetilde{\mathbf{B}}\left(t_{1}\right) \widetilde{\mathrm{B}}\left(t_{2}\right)\right\rangle d t_{2} d t_{1}\right] .\right.\right. \tag{21}
\end{equation*}
$$

The purely random property is defined by ${ }^{1}$

$$
\begin{equation*}
\left\langle\tilde{B}_{\alpha \beta}(t) \tilde{B}_{\mu \nu}(S)\right\rangle=2 Q_{\alpha \beta \mu \nu} \delta(t-S) \tag{22}
\end{equation*}
$$

in which the time delta function characterizes the purely random property. Defining $R_{\alpha \beta}$ by $R_{\alpha \beta} \equiv Q_{\alpha \theta \theta B}$, wherein summation over $\theta$ is implicit, Eq. (21) becomes

$$
\begin{equation*}
\left\langle\underline{T} \exp \left[\int_{0}^{t} \tilde{\mathrm{~B}}(S) d S\right\rangle_{\alpha \beta}=[\exp (\mathrm{R} t)]_{\alpha \beta}\right. \tag{23}
\end{equation*}
$$

which is especially simple. We shall now proceed to demonstrate why Gaussianness alone is insufficient for the justification of (23) or (21).

That Gaussianness alone does not result in the vanishing of all but the second order cumulants of $\widetilde{\mathbf{B}}(t)$ may be seen by studying (13) and (14). First of all, because $\langle\tilde{\mathbf{B}}(t)\rangle=0$ is assumed, the expressions in (13) and (14) simplify greatly. We get immediately

$$
\begin{align*}
& \int_{0}^{t}\left\langle\tilde{B}_{\alpha \beta}\left(t_{1}\right)\right\rangle_{c} d t_{1}=0, \\
& \int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right) \widetilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle_{c} d t_{2} d t_{1} \\
& =\int_{0}^{t} \int_{0}^{t_{1}}\left\langle\tilde{B}_{\alpha \mu}\left(t_{1}\right) \widetilde{B}_{\mu \beta}\left(t_{2}\right)\right\rangle d t_{2} d t_{1},  \tag{24}\\
& \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha \mu_{1}}\left(t_{1}\right) \widetilde{B}_{\mu_{1}{ }^{\mu}}\left(t_{2}\right) \widetilde{B}_{\mu_{2}}\left(t_{3}\right)\right\rangle_{c} d t_{3} d t_{2} d t_{1}=0 .
\end{align*}
$$

Differentiation of these equations with respect to time leads to equations for the integrands. Difficulty arises with the fourth order term. From (14) we get

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2}{ }_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3}}\left(t_{4}\right)\right)_{c} \\
& \times d t_{4} d t_{3} d t_{2} d t_{1} \\
& =\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3}}\left(t_{4}\right)\right\rangle \\
& \times d t_{4} d t_{3} d t_{2} d t_{1} \\
& -\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{2}}\left\langle\tilde{B}_{\alpha_{1}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(S_{2}\right)\right\rangle \\
& \times\left\langle\tilde{B}_{\mu_{2} u_{3}}\left(t_{2}\right) \tilde{B}_{\mu_{3}{ }^{8}}\left(S_{3}\right)\right\rangle d S_{3} d t_{2} d S_{2} d t_{1} . \tag{25}
\end{align*}
$$

It can be seen that this is nonvanishing if $\tilde{\mathbf{B}}(t)$ is not purely random by considering the special case in which

$$
\begin{equation*}
\left\langle\tilde{B}_{\alpha \beta}(t) \tilde{B}_{\mu \nu}(S)\right\rangle=2 Q_{\alpha \beta \mu \nu} \varphi(t-S), \tag{26}
\end{equation*}
$$

wherein $\varphi(t-S)$ is not a delta function, but instead is nonvanishing for nonzero values of $|t-S|$. For example, $\varphi(t-S)$ may be proportional to $\exp (-\alpha|t-S|)$. Using the two symmetries $Q_{\alpha \beta \mu \nu}=Q_{\mu \nu \alpha \beta}$ and $\varphi(t-S)=\varphi(S-t)$, the Gaussian property, as expressed by (20), leads to the following expression for (25):
$\int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\langle\tilde{B}_{\alpha_{\mu_{1}}}\left(t_{1}\right) \tilde{B}_{\mu_{1} \mu_{2}}\left(t_{2}\right) \tilde{B}_{\mu_{2} \mu_{3}}\left(t_{3}\right) \tilde{B}_{\mu_{3}}\left(t_{4}\right)\right\rangle_{c}$
$\times d t_{4} d t_{3} d t_{2} d t_{1}$

$$
\begin{aligned}
& =4 \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{2}} \int_{0}^{t_{3}}\left\{Q_{\alpha \mu_{1{ }^{\mu}}{ }^{\mu}{ }_{2}} Q_{\mu_{2^{\mu}}{ }_{3}{ }_{3}{ }_{3}{ }^{\beta}} \varphi\left(t_{1}-t_{2}\right) \varphi\left(t_{3}-t_{4}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+Q_{\alpha \mu_{1}{ }_{3}{ }^{3}} Q_{\mu_{1 \mu}{ }^{\mu} 2^{\mu}{ }^{\mu} 9} \varphi\left(t_{1}-t_{4}\right) \varphi\left(t_{2}-t_{3}\right)\right\} d t_{4} d t_{3} d t_{2} d t_{1} \\
& -4 \int_{0}^{t} \int_{0}^{t_{1}} \int_{0}^{t_{1}} \int_{0}^{t_{2}} Q_{\alpha \mu_{1} \mu_{1 \mu}{ }^{\mu}} Q_{\mu_{2^{\mu}{ }_{3}{ }_{3} \mathrm{~B}}} \varphi\left(t_{1}-S_{2}\right) \varphi\left(t_{2}-S_{3}\right) \\
& \times d S_{3} d t_{2} d S_{2} d t_{1} . \tag{27}
\end{align*}
$$

The factors of 4 come from $2^{2}$ as indicated by (26). The negative term is the negative term in (25) replaced by (26). The three preceeding positive terms are the $m=2$ case of the second equation in (20). There are 24 permutations to sum over, but only three distinct terms occur as a result of the two symmetries mentioned above. Only the first positive term in the right-hand side of (27) contains a matrix expression which matches the matrix expression of the negative term. The other two positive terms cannot be cancelled out at all! However, if $\varphi(t-S) \equiv \delta(t-S)$ then study of these extra two terms will show that their integrals vanish as a result of the timeordered upper limits of integration, ${ }^{7}$ and the remaining positive and negative two terms will exactly cancel! When $\varphi(t-S) \neq \delta(t-S)$, the above vanishing of integrals and cancellation of nonvanishing integrals fails to occur.

That the purely random property ultimately leads to (23) will not be proved here since it has been proved in another paper. ${ }^{1}$ However, here it has been shown that without the purely random property, already the fourth order cumulant will not vanish for time dependent stochastic matrices which do not commute at unequal times. Consequently, the cumulant expansion will not truncate to a single term, but will involve all even order cumulants. Thus, no real simplification is achieved using cumulants.

## APPROXIMATION PROCEDURES

Various physical problems involve computation of a quantity of the form

$$
\begin{equation*}
\left\langle\underline{T} \exp \left[\int_{0}^{t} \mathrm{O}(S) d S\right]\right\rangle \tag{28}
\end{equation*}
$$

wherein $O(S)$ is an operator parameterized by $S$, which may or may not be the time variable, and $\langle\cdots\rangle$ denotes some kind of averaging such as a canonical average over some or all of the variables $O(S)$ depends upon, or a ground state expectation value, or some other "averaging." Many times one sees in the literature the introduction of cumulant techniques in order to handle the computation of (28). Often it is argued that to good approximation $O(S)$ behaves as if it were Gaussian, and then the cumulant expansion is truncated after the second cumulant. However, the validity of such approximations also requires that it be demonstrated that to good approximation $\mathbf{O}(S)$ behaves as if it were also purely random. Then, and only then, the truncation of the cumulant expansion is a good approximation.

One application of this kind of approximation procedure in which both Gaussianness and pure randomness were considered has been presented by the author in another paper. ${ }^{6}$
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#### Abstract

We develop a group theoretic method based on results of Winternitz et al. to compute and classify all first- and second-order raising and lowering operators admitted by Hamiltonians of the form $\underline{H}$ $=-(1 / 2) \Delta_{2}+V(x, y)$. The key to our results, which generalize to higher dimensions, is a proof that $\underline{H}$ admits a second-order raising operator only if the Schrödinger equation separates in Cartesian, polar, or elliptic coordinates.


## INTRODUCTION

We call an operator $R$ a raising operator for a Hamiltonian $\underline{H}$ if $[\underline{H}, \underline{R}]=\lambda R$, where $\lambda$ is a nonzero real constant. If $\psi$ is an eigenvector of $\underline{H}$ with eigenvalue $\mu, \underline{H} \psi=\mu \psi$, it follows easily that $\underline{H}(\underline{R} \psi)=(\mu+\lambda) \underline{R} \psi$. Thus, knowledge of $R$ permits one to obtain new eigenvalues and eigenvectors of $\underline{H}$ from old ones.
In this paper we give a complete classification of all potentials occurring in the two-dimensional time independent Schrödinger equation $\underline{H} \psi=\mu \psi$ which admit firstand second-order raising operators. The classification of first-order operators is almost trivial, and it is only the second-order case which presents difficulties. Moreover, as one can see from the results of Secs. 2 and 3 , there are very few potentials admitting secondorder raising operators, and all such potentials are generalizations of the harmonic oscillator.

The principal interest in our results lies in the fact that they are exhaustive and in the method used to obtain them. Proceeding directly, one can show that a Hamiltonian admits a second-order raising operator if and only if the corresponding potential $V$ satisfies the system (2.8)-(2.10) of second-order overdetermined partial differential equations. However, while one can easily find some solutions of these equations, it is extremely difficult to determine when one has found all solutions. We have not been able to solve these equations directly.

In order to solve (2.8)-(2.10) we have adopted an indirect method based on results of Winternitz et al., ${ }^{1}$ which relates this problem to the Euclidean group $E(2)$. In Ref. 1 the authors show that $\underline{H}$ admits a secondorder symmetry operator if and only if the corresponding Schrödinger equation separates in Cartesian, polar, parabolic, or elliptic coordinates. In this paper we show in essence that if $\underline{H}$ admits a second-order raising operator, then it also admits a second-order symmetry operator, hence that the Schrödinger equation must separate in Cartesian, polar, or elliptic (but strangely, not in parabolic) coordinates. This means that we can restrict ourselves to a search for solutions of (2.8)-(2.10) which separate in one of these three coordinate systems. In this case (2.8)-(2.10) reduce to systems of ordinary differential equations which, though tedious to solve, are tractable. Thus we obtain a complete solution to our problem.
Our method can be generalized to the more interesting three-dimensional case ${ }^{2}$ as well as to other types of dif-
ferential equations, for example, wave equations or the time dependent Schrödinger equation.

The results of Refs. 1, 2, and this paper show the intimate connection between second-order raising and symmetry operators and the separation of the Schrödinger equation in some coordinate system. It appears that higher-order operators will not be of great interest unless and until one can find similar indirect means of characterizing them.

The paper is organized as follows: In Sec. 1 the problem of first-order raising operators is solved, while in Sec. 2 the problem for second-order operators is formulated as a system of overdetermined second-order partial differential equations. We then obtain some solutions, but not the most general class which must await the further development of the connection with separation of variables in Sec. 3, where we complete our classification of all solutions. Finally in Sec. 4, we give the action of the raising and lowering operators on a basis of eigenfunctions of the Schrödinger equation for each case.

## 1. FIRST-ORDER OPERATORS

Let $\underline{H}$ be the formal Hamiltonian

$$
\begin{equation*}
\underline{H}=-\frac{1}{2}\left(\partial_{x x}+\partial_{y y}\right)+V(x, y) \tag{1.1}
\end{equation*}
$$

acting on the Hilbert space $L_{2}\left(R_{2}\right)$ of square integrable functions in the plane. Here $V(x, y)$ is a real-valued thrice-differentiable function of $(x, y)$ to be determined. We search first for all Hamiltonians which admit a first-order raising operator $\underline{R}$, i. e. , we look for all $\underline{H}$ which satisfy

$$
\begin{equation*}
[\underline{H}, \underline{R}]=\lambda \underline{R}, \tag{1.2}
\end{equation*}
$$

where $\lambda$ is a nonzero real constant and $\underline{R}$ is a firstorder partial differential operator

$$
\begin{equation*}
\underline{R}=\alpha_{1}(x y) \partial_{x}+\alpha_{2}(x, y) \partial_{y}+\alpha_{3}(x, y), \quad\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2} \neq 0 . \tag{1.3}
\end{equation*}
$$

Without loss of generality, we can assume that $\underline{R}$ is real, i.e., that $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are real-valued functions. Substituting (1.1) and (1.3) into (1.2) and equating coefficients of $\partial_{x x}, \partial_{x y}, \partial_{y y}, \partial_{x}, \partial_{y}, 1$ on both sides of the resulting expression, we obtain the conditions

$$
\begin{align*}
& \partial_{x} \alpha_{1}=\partial_{y} \alpha_{2}=0, \quad \partial_{x} \alpha_{2}+\partial_{y} \alpha_{1}=0,  \tag{1.4}\\
& \left(\partial_{x x}+\partial_{y y}\right) \alpha_{1}+2 \partial_{x} \alpha_{3}+2 \lambda \alpha_{1}=0,  \tag{1.5}\\
& \left(\partial_{x x}+\partial_{y y}\right) \alpha_{2}+2 \partial_{y} \alpha_{3}+2 \lambda \alpha_{2}=0,
\end{align*}
$$

$$
\begin{equation*}
\left(\partial_{x x}+\partial_{y y}\right) \alpha_{3}+2 \alpha_{1} \partial_{x} V+2 \alpha_{2} \partial_{y} V+2 \lambda \alpha_{3}=0 \tag{1.6}
\end{equation*}
$$

It is easy to show that these equations have solutions if and only if

$$
\begin{align*}
& V(x, y) \\
& \quad=f(b x-a y)+\frac{1}{2} \lambda^{2}\left(x^{2}+y^{2}\right)- \begin{cases}\lambda c x / a & \text { if } a \neq 0 \\
\lambda c y / b & \text { if } a=0, \quad b \neq 0 .\end{cases} \tag{1.7}
\end{align*}
$$

Here, $a, b, c$ are real constants with $a^{2}+b^{2}>0$ and $f$ is an arbitrary real differentiable function. The raising operator is then

$$
\begin{equation*}
\underline{R}=a \partial_{x}+b \partial_{y}-\lambda(a x+b y)+c \tag{1.8}
\end{equation*}
$$

By a simple translation and rotation of the $(x, y)$ coordinates we can obtain new Cartesian coordinates $X, Y$ in which

$$
\begin{equation*}
V(X, Y)=g(X)+\frac{1}{2} \lambda^{2} Y^{2}, \quad \underline{R}=\partial_{Y}-\lambda Y \tag{1.9}
\end{equation*}
$$

where $g(X)$ is arbitrary. In these coordinates the Schrödinger equation

$$
\begin{equation*}
\underline{H} \psi(X, Y)=\mu \psi(X, Y) \tag{1.10}
\end{equation*}
$$

has solutions of the form

$$
\begin{equation*}
\psi_{\mu, n}=\exp \left(-|\lambda| Y^{2} / 2\right) H_{n}(\sqrt{|\lambda|} Y) G(X), \quad n=0,1,2, \ldots \tag{1.11}
\end{equation*}
$$

where $H_{n}$ is a Hermite polynomial ${ }^{3}$ and $G(X)$ is a square integrable solution of the equation

$$
G^{\prime \prime}-2 g(X) G=[-2 \mu+|\lambda|(2 n+1)] G
$$

It follows easily that

$$
\underline{R} \psi_{\mu, n}= \begin{cases}-\sqrt{|\lambda|} \psi_{\mu+\lambda_{,} n+1} & \text { if } \lambda>0  \tag{1.12}\\ 2 n \sqrt{|\lambda|} \psi_{\mu+\lambda_{0} n-1} & \text { if } \lambda<0\end{cases}
$$

## 2. SECOND-ORDER OPERATORS

Next we consider the more interesting problem of computing those Hamiltonians $\underline{H}$ which admit a secondorder raising operator $\underline{R}$ :

$$
\begin{equation*}
\underline{R}=\alpha_{1} \partial_{x x}+\alpha_{2} \partial_{x y}+\alpha_{3} \partial_{y y}+\alpha_{4} \partial_{x}+\alpha_{5} \partial_{y}+\alpha_{6} \tag{2.1}
\end{equation*}
$$

Here $\alpha_{j}(x, y)$ is a real function of $(x, y)$ and $\alpha_{1}^{2}+\alpha_{2}^{2}+\alpha_{3}^{2}$ $>0$. Substituting (1.1) and (2.1) into (1.2) and equating coefficients of the third-order and second-order derivatives, we obtain equations for $\alpha_{1}, \ldots, \alpha_{5}$ which can easily be solved to yield
$\alpha_{1}=-A_{1} y+A_{4}, \quad \alpha_{2}=A_{1} x+A_{2} y+A_{3}, \quad \alpha_{3}=-A_{2} x+A_{5}$,
$\alpha_{4}=\lambda A_{1} x y-\lambda A_{2} y^{2}-\lambda A_{3} y-\lambda A_{4} x-A_{6} y+A_{8}$,
$\alpha_{5}=-\lambda A_{1} x^{2}+\lambda A_{2} x y-\lambda A_{5} y+A_{6} x+A_{7}$,
where the $A_{i}$ are real constants. The constraints on $\alpha_{6}$ and $V$ are obtained by equating coefficients of $\partial_{x}, \partial_{y}$, and 1 in (1.2):

$$
\begin{align*}
& \frac{1}{2}\left(\partial_{x x}+\partial_{y y}\right) \alpha_{4}+\partial_{x} \alpha_{6}+2 \alpha_{1} V_{x}+\alpha_{2} V_{y}=-\lambda \alpha_{4}  \tag{2.3}\\
& \frac{1}{2}\left(\partial_{x x}+\partial_{y y}\right) \alpha_{5}+\partial_{y} \alpha_{6}+\alpha_{2} V_{x}+2 \alpha_{3} V_{y}=-\lambda \alpha_{5}  \tag{2.4}\\
& \frac{1}{2}\left(\partial_{x x}+\partial_{y y}\right) \alpha_{6}+\alpha_{1} V_{x x}+\alpha_{2} V_{x y}+\alpha_{3} V_{y y}+\alpha_{4} V_{x}+\alpha_{5} V_{y}=-\lambda \alpha_{6} \tag{2.5}
\end{align*}
$$

Relations (2.3) and (2.4) yield

$$
\begin{align*}
& \partial_{x} \alpha_{6}=-2 \alpha_{1} V_{x}-\alpha_{2} V_{y}-\lambda \alpha_{4}+A_{2} \lambda  \tag{2.6}\\
& \partial_{y} \alpha_{6}=-\alpha_{2} V_{x}-2 \alpha_{3} V_{y}-\lambda \alpha_{5}+A_{1} \lambda
\end{align*}
$$

Substituting (2.6) into (2.5), we obtain an expression for the multiplier $\alpha_{6}$ in terms of $V$ :

$$
\begin{equation*}
2 \lambda \alpha_{6}=\left(A_{1}-2 \alpha_{5}\right) V_{y}+\left(A_{2}-2 \alpha_{4}\right) V_{x}+\lambda^{2}\left(A_{1} y+A_{2} x-A_{4}-A_{5}\right) \tag{2.7}
\end{equation*}
$$

Equations (2.3) and (2.4) may not be consistent with (2.7). To guarantee consistency, we differentiate (2.7) to compute $\partial_{x} \alpha_{6}, \partial_{y} \alpha_{6}$ and substitute into (2.3), (2.4). This yields the consistency conditions for the potential:

$$
\begin{align*}
\left(A_{2}\right. & \left.-2 \alpha_{4}\right) V_{x x}+\left(A_{1}-2 \alpha_{5}\right) V_{y x}+6 \lambda \alpha_{1} V_{x}-2\left(\partial_{x} \alpha_{5}-\lambda \alpha_{2}\right) V_{y} \\
& =-2 \lambda^{2} \alpha_{4}+\lambda^{2} A_{2}  \tag{2.8}\\
\left(A_{2}\right. & \left.-2 \alpha_{4}\right) V_{y x}+\left(A_{1}-2 \alpha_{5}\right) V_{y y}-2\left(\partial_{y} \alpha_{4}-\lambda \alpha_{2}\right) V_{x}+6 \lambda \alpha_{3} V_{y} \\
& =-2 \lambda^{2} \alpha_{5}+\lambda^{2} A_{1} \tag{2.9}
\end{align*}
$$

Thus, corresponding to any choice of the constants $A_{1}, \ldots, A_{8}$, the Hamiltonian admits the raising operator $\underline{R},(2,1),(2,2)$, provided that $V$ satisfies the partial differential equations (2.8) and (2.9). The multiplier $\alpha_{6}$ for $\underline{R}$ is given by (2.7).

We can obtain another consistency relation for $V$ by differentiating (2.8) with respect to $x$, differentiating (2.9) with respect to $y$, and subtracting the second equation from the first:

$$
\begin{gather*}
\left(A_{1} x+A_{2} y+A_{3}\right) V_{x x}+2\left(A_{1} y-A_{2} x-A_{4}+A_{5}\right) V_{x y} \\
-\left(A_{1} x+A_{2} y+A_{3}\right) V_{y y}+3 A_{1} V_{x}-3 A_{2} V_{y} \\
=-\lambda\left(-3 A_{1} \lambda x+3 A_{2} \lambda y+\lambda A_{3}+2 A_{6}\right) \tag{2.10}
\end{gather*}
$$

Although (2.10) is a consequence of (2.8) and (2.9), it is useful in its own right.

In conclusion, to find the potentials $V$ admiting raising operators, we must solve the system (2.8)-(2.10) of overdetermined second order partial differential equations.

To simplify the solution of these equations, let us consider the action of the Euclidean group $E(2)$. Under the action of a Euclidean transformation the coordinates $(x, y)$ go into new coordinates ( $x^{\prime}, y^{\prime}$ ), where

$$
\begin{align*}
& x^{\prime}=x \cos \phi+y \sin \phi+a, \quad \phi, a, b \in R \\
& y^{\prime}=-x \sin \phi+y \cos \phi+b \tag{2.11}
\end{align*}
$$

Since Euclidean transformations preserve the Laplace operator, we have

$$
-\frac{1}{2}\left(\partial_{x^{\prime} x^{\prime}}+\partial_{y^{\prime} y^{\prime}}\right)+V\left(x^{\prime}, y^{\prime}\right)=-\frac{1}{2}\left(\partial_{x x}+\partial_{y y}\right)+V^{\prime}(x, y)
$$ where $V^{\prime}(x, y)=V\left(x^{\prime}, y^{\prime}\right)$. Thus the Hamiltonian $\underline{H}$ is transformed into a new Hamiltonian $\underline{H}^{\prime}=-\frac{1}{2}\left(\partial_{x x}+\partial_{y y}\right)$ $+V^{\prime}(x, y)$. Similarly the raising operator $\underline{R}$ is transformed into a new raising operator $\underline{R}^{\prime}$ satisfying $\left[\underline{H}^{\prime}, \underline{R}^{\prime}\right]$ $=\lambda \underline{R^{\prime}}$. Considering the set $M$ of all pairs $\{V, \underline{R}\}$ which satisfy (1.2), we see that $E(2)$ acts on $M$ as a transformation group. We will consider two solutions of (1.2) as equivalent if one solution can be obtained from the other by a transformation (2.11), i.e., if both solutions lie on the same $E(2)$ orbit. Clearly, it will be enough for us to find a solution, if one exists, corresponding to a single point on each orbit.

For the orbit analysis we make use of (2.1) and (2.2) to write a general raising operator as

$$
\begin{equation*}
\underline{R}=\sum_{j=1}^{8} A_{j} \underline{Q}_{j}+\alpha_{6}(x, y) \tag{2.12}
\end{equation*}
$$

where

$$
\begin{array}{r}
\underline{Q}_{1}=M P_{1}-\lambda x M, \quad \underline{Q}_{2}=-M P_{2}+\lambda y M, \quad \underline{Q}_{3}=P_{1} P_{2}-\lambda y P_{1}, \\
\text { (2.13) }
\end{array}
$$

$\underline{Q}_{4}=P_{1}^{2}-\lambda x P_{1}, \quad \underline{Q}_{5}=P_{2}^{2}-\lambda y P_{2}, \quad \underline{Q}_{6}=M, \quad \underline{Q}_{7}=P_{2}, \quad \underline{Q}_{8}=P_{1}$.
Here,

$$
\begin{equation*}
P_{1}=\partial_{x}, \quad P_{2}=\partial_{y}, \quad M=x \partial_{y}-y \partial_{x} \tag{2.14}
\end{equation*}
$$

are the basis operators for the Lie algebra action of $E(2)$. We see that the pure differential operator component of $\underline{R}$ is described by the vector ( $A_{1}, \ldots, A_{8}$ ) and that the action of $E(2)$ induces an orbit structure on the set of all such vectors. A direct computation shows that a rotation through the angle $\theta$ [Eqs. (2.11) with $a=b=0$ ] transforms $\left(A_{j}\right)$ into ( $A_{j}^{\prime}$ ) with

$$
\begin{align*}
& A_{1}^{\prime}=\cos \theta A_{1}+\sin \theta A_{2}, \quad A_{2}^{\prime}=-\sin \theta A_{1}+\cos \theta A_{2}, \\
& A_{3}^{\prime}=\cos 2 \theta A_{3}+\sin 2 \theta\left(A_{4}-A_{5}\right) \\
& A_{4}^{\prime}=-\sin \theta \cos \theta A_{3}+\cos ^{2} \theta A_{4}+\sin ^{2} \theta A_{5},  \tag{2.15}\\
& A_{5}^{\prime}=\sin \theta \cos \theta A_{3}+\sin ^{2} \theta A_{4}+\cos ^{2} \theta A_{5}, \\
& A_{6}^{\prime}=\lambda \sin ^{2} \theta A_{3}-\lambda \sin \theta \cos \theta A_{4}+\lambda \sin \theta \cos \theta A_{5}+A_{6}, \\
& A_{7}^{\prime}=\cos \theta A_{7}+\sin \theta A_{8}, \quad A_{8}^{\prime}=-\sin \theta A_{7}+\cos \theta A_{8}
\end{align*}
$$

Similarly, the translation $x \rightarrow x+a$ yields

$$
\begin{align*}
& A_{1}^{\prime}=A_{1}, \quad A_{2}^{\prime}=A_{2}, \quad A_{3}^{\prime}=a A_{1}+A_{3}, \\
& A_{4}^{\prime}=A_{4}, \quad A_{5}^{\prime}=-a A_{2}+A_{5}, \\
& A_{6}^{\prime}=-2 a \lambda A_{1}+A_{6}, \quad A_{7}^{\prime}=-a^{2} \lambda A_{1}+a A_{6}+A_{7},  \tag{2.16}\\
& A_{8}^{\prime}=-a \lambda A_{4}+A_{8},
\end{align*}
$$

and the translation $y \rightarrow y+b$ yields

$$
\begin{align*}
& A_{1}^{\prime}=A_{1}, \quad A_{2}^{\prime}=A_{2}, \quad A_{3}^{\prime}=b A_{2}+A_{3}, \quad A_{4}^{\prime}=-b A_{1}+A_{4}, \\
& A_{5}^{\prime}=A_{5}, \quad A_{6}^{\prime}=b \lambda A_{2}+A_{6}  \tag{2.17}\\
& A_{7}^{\prime}=-b \lambda A_{5}+A_{7}, \quad A_{8}^{\prime}=-b^{2} \lambda A_{2}-b \lambda A_{3}-b A_{6}+A_{8} .
\end{align*}
$$

Using these results, we will choose a point on each $E(2)$-orbit. We start with a general operator $\sum A_{j} \underline{Q}_{j}$. Noticing that $A_{1}^{2}+A_{2}^{2}$ is an $E(2)$-invariant, we see that there are three cases:

Case 1: $A_{1}^{2}+A_{2}^{2}>0$.
Case 2: $A_{1}=A_{2}=0, \quad A_{3}^{2}+A_{4}^{2}+A_{5}^{2}>0$.
Case 3: $A_{1}=A_{2}=\cdots=A_{5}=0, \quad A_{6}^{2}+A_{7}^{2}+A_{8}^{2}>0$.
In Case 3, $R$ is first order and has already been treated in Sec. 1. In Case 1 we can perform a rotation so that $A_{1}^{\prime}>0, A_{2}^{\prime}=0$ and then translate so that $A_{3}^{\prime \prime}=A_{4}^{\prime \prime}=0$. Thus the vectors $\left(A_{j}\right)$ of the form

$$
\begin{equation*}
\left(A_{1}, 0,0,0, A_{5}, A_{6}, A_{7}, A_{8}\right), \quad A_{1}>0 \tag{2.18}
\end{equation*}
$$

cut each Case 1 orbit exactly once. In Case 2 we can perform a rotation such that $A_{3}^{\prime}=0$. Thus, vectors of the form

$$
\begin{equation*}
\left(0,0,0, A_{4}, A_{5}, A_{6}, A_{7}, A_{8}\right), \quad A_{4}^{2}+A_{5}^{2}>0 \tag{2.19}
\end{equation*}
$$

cut each Case 2 orbit at least once.

These Case 2 solutions of (2.8)-(2.10) are easy to find. Indeed, assuming that $\underline{R}=\sum A_{j} \underline{Q}_{j}+\alpha_{6}$ and $V$ are Case 2 solutions, we can use (2.19) to require $A_{1}=A_{2}$ $=A_{3}=0$. Then (2.10) becomes

$$
\begin{equation*}
2\left(A_{5}-A_{4}\right) V_{x y}=-2 \lambda A_{6} . \tag{2.20}
\end{equation*}
$$

Suppose first that $A_{5}-A_{4} \neq 0$. Then (2.20) has the general solution

$$
V=-\left[\lambda A_{6} x y /\left(A_{5}-A_{4}\right)\right]+f(x)+g(y),
$$

where $f$ and $g$ are arbitrary. Substituting this solution into (2.8) and (2.9), we find $A_{6}=0$ for consistency, and so $V=f(x)+g(y)$. If both $A_{4}$ and $A_{5}$ are nonzero, we can perform translations (2.16), (2.17) to achieve $A_{7}=A_{8}=0$. Thus Eqs. (2.8), (2.9) reduce to

$$
x f^{\prime \prime}+3 f^{\prime}=\lambda^{2} x, \quad \lambda g^{\prime \prime}+3 g^{\prime}=\lambda^{2} y
$$

with general solution

$$
\begin{align*}
& V(x, y)=\frac{\lambda^{2}}{8}\left(x^{2}+y^{2}\right)+\frac{a}{x^{2}}+\frac{b}{y^{2}}+c, \quad a, b, c \in R  \tag{2,21}\\
& \left(A_{j}\right)=\left(0,0,0, A_{4}, A_{5}, 0,0,0\right), \quad A_{4}, A_{5} \neq 0
\end{align*}
$$

If $A_{4} \neq 0, A_{5}=0$, we can perform a translation (2.16) to achieve $A_{8}=0$. Then Eqs. (2.8), (2.9) reduce to

$$
x f^{\prime \prime}+3 f^{\prime}=\lambda^{2} x, \quad\left(g^{\prime \prime}-\lambda^{2}\right) A_{7}=0
$$

with solutions

$$
\begin{align*}
& V(x, y)=\frac{\lambda^{2}}{8}\left(x^{2}+4 y^{2}\right)+\frac{a}{x^{2}}+b y+c  \tag{2.22}\\
& \left(A_{j}\right)=\left(0,0,0, A_{4}, 0,0, A_{7}, 0\right), \quad A_{4}, A_{7} \neq 0
\end{align*}
$$

and

$$
\begin{align*}
& V(x, y)=\frac{\lambda^{2} x^{2}}{8}+\frac{a}{x^{2}}+g(y), \quad g(y) \text { arbitrary }  \tag{2.23}\\
& \left(A_{j}\right)=\left(0,0,0, A_{4}, 0,0,0,0\right), \quad A_{4} \neq 0
\end{align*}
$$

The cases $A_{5} \neq 0, A_{4}=0$ are identical to (2.22), (2.23) with $x$ and $y$ interchanged.

Finally, suppose $A_{4}=A_{5} \neq 0$. Then (2.20) yields $A_{6}=0$, and by applying translations (2.16), (2.17) we can achieve $A_{Y}=A_{8}=0$. Thus Eqs. (2.8), (2.9) reduce to

$$
\frac{d}{d x}\left(x V_{x}+y V_{y}+2 V\right)=\lambda^{2} x, \quad \frac{d}{d y}\left(x V_{x}+y V_{y}+2 V\right)=\lambda^{2} y
$$

with general solution

$$
\begin{align*}
& V(x, y)=\frac{\lambda^{2}}{8}\left(x^{2}+y^{2}\right)+\frac{g(x / y)}{y^{2}}+a=\frac{\lambda^{2}}{8} r^{2}+\frac{f(\theta)}{r^{2}}+a,  \tag{2.24}\\
& \left(A_{j}\right)=\left(0,0,0, A_{4}, A_{4}, 0,0,0\right), \quad A_{4} \neq 0 .
\end{align*}
$$

Here $g$ is arbitrary, $x=r \cos \theta, y=r \sin \theta, f(\theta)=g(\tan \theta) /$ $\sin ^{2} \theta$ 。

This completes the analysis of Case 2. However, Case 1, Eqs. (2.18), is much more difficult. We have not been able to discover a direct practical means of computing all solutions of (2.8)-(2.10) corresponding to this case. In the next section we develop an indirect group-theoretic procedure which not only enables us to solve these equations but also provides clear insight into the structure of second-order raising operators.

## 3. SEPARATION OF VARIABLES

Let us note that raising and lowering operators occur in pairs: If $\underline{R}$ is a raising operator for $\underline{H}$,

$$
\begin{equation*}
[\underline{H}, \underline{R}]=\lambda \underline{R}, \quad \lambda \neq 0, \quad \lambda \in R \tag{3.1}
\end{equation*}
$$

then, taking the formal adjoint, we have

$$
\begin{equation*}
\left[\underline{H}, \underline{R}^{+}\right]=-\lambda \underline{R}^{+} \tag{3.2}
\end{equation*}
$$

so that $\underline{R}^{+}$is a lowering operator (raising operator by - $\lambda$ ). In particular, if $\underline{R}$ takes the form (2.12), then

$$
\begin{equation*}
\underline{R}^{+}=\sum_{j=1}^{8} A_{j} \underline{Q}_{j}^{+}+\alpha_{6}=\sum_{j=1}^{8} \tilde{A}_{j} \underline{Q}_{j}(-\lambda)+\tilde{\alpha}_{6} \tag{3.3}
\end{equation*}
$$

where
$\tilde{A}_{f}=A_{j}, \quad 1 \leqslant j \leqslant 5$,
$\tilde{A_{6}}=-A_{6}, \quad \tilde{A_{7}}=A_{1}-A_{7}, \quad \tilde{A}_{8}=A_{2}-A_{8}$,
$\tilde{\alpha}_{6}=\alpha_{6}-\lambda\left(A_{1} y+A_{2} x-A_{4}-A_{5}\right)$.
Here $\underline{Q}_{f}(-\lambda)$ is obtained from $\underline{Q}_{f}$, (2.13), by replacing $\lambda$ with $-\lambda$. These results follow from (2.13) and the following facts:

$$
\begin{aligned}
& \underline{Q}_{1}^{+}=M P_{1}+\lambda x M+P_{2}-\lambda y, \quad \underline{Q}_{2}^{+}=-M P_{2}-\lambda y M+P_{1}-\lambda x \\
& \underline{Q}_{3}^{+}=P_{1} P_{2}+\lambda y P_{1}, \quad \underline{Q}_{4}^{+}=P_{1}^{2}+\lambda x P_{1}+\lambda, \\
& \underline{Q}_{5}^{+}=P_{2}^{2}+\lambda y P_{2}+\lambda, \quad \underline{Q}_{6}^{+}=-M, \quad \underline{Q}_{7}^{+}=-P_{2}, \quad \underline{Q}_{8}^{+}=-P_{1}
\end{aligned}
$$

Moreover, it follows from (3.1) and (3.2) that [ $H, \underline{S}$ ] $=0$, where $\underline{S}=\left[\underline{R}, \underline{R}^{+}\right]$, i. e., $\underline{S}$ is a symmetry of $\underline{H}$. We are concerned with the case where $\underline{R}$ and $\underline{R}^{+}$are both second-order differential operators, so that we would expect that $\underline{S}$ was in general a third-order operator. However, we see from (2.12), (2.13), and (3.3) that the purely second-order terms in $\underline{R}$ and $\underline{R}^{+}$are identical. This means that $\underline{S}$ is at most a second-order operator. Indeed for $\underline{S}=S+\beta$, where $S$ is a pure differential operator and $\beta$ is a multiplier function, a straightforward computation yields

$$
\begin{align*}
S= & P_{1}^{2}\left(4 \lambda A_{4}^{2}+2 \lambda A_{3}^{2}+A_{1}^{2}-2 A_{1} A_{7}+2 A_{3} A_{6}\right)+P_{2}^{2}\left(4 \lambda A_{5}^{2}+A_{2}^{2}\right. \\
& \left.-2 A_{2} A_{8}-2 A_{3} A_{6}\right)+P_{1} P_{2}\left(2 A_{1} A_{8}-2 A_{1} A_{2}+2 A_{2} A_{7}+6 \lambda A_{3} A_{5}\right. \\
& \left.+2 \lambda A_{3} A_{4}-4 A_{4} A_{6}+4 A_{5} A_{6}\right)+M^{2}\left(4 \lambda A_{1}^{2}+4 \lambda A_{2}^{2}\right)+\left(M P_{1}\right. \\
& \left.+P_{1} M\right)\left(-\lambda A_{1} A_{5}+4 \lambda A_{1} A_{4}-A_{2} A_{6}-3 \lambda A_{2} A_{3}\right)+\left(M P_{2}\right. \\
& \left.+P_{2} M\right)\left(-A_{1} A_{6}+2 \lambda A_{1} A_{3}-4 \lambda A_{2} A_{5}+\lambda A_{2} A_{4}\right) \tag{3.6}
\end{align*}
$$

At this point we can make use of the results of Ref. 1. There one studies differential operators

$$
\begin{align*}
\underline{L}= & A P_{1}^{2}+B P_{1} P_{2}+C P_{2}^{2}+D M^{2}+E\left(P_{1} M+M P_{1}\right) \\
& +F\left(P_{2} M+M P_{2}\right)+\gamma(x, y) \tag{3.7}
\end{align*}
$$

such that $[\underline{H}, \underline{L}]=0$, where $\underline{H}$ is given by (1.1). A principal result of Ref 1 is essentially that if $\underline{H}$ commutes with a nontrivial $\underline{L}$, then the Schrödinger equation $H \psi=\mu \psi$ separates in one of four orthogonal coordinate systems. Niore specifically the authors study the action of $E(2)$ on the set of all operators $\underline{L}$ via the coordinate transformations (2,11). They show that the $E(2)$-orbits are of five types.

$$
\begin{aligned}
\text { I. } & P_{1}^{2}-P_{2}^{2}+a\left(P_{1}^{2}+P_{2}^{2}\right)+\beta \\
\text { II. } & P_{1} M+M P_{1}+a\left(P_{1}^{2}+P_{2}^{2}\right)+\beta
\end{aligned}
$$

$$
\begin{align*}
\text { III. } & M^{2}+a\left(P_{1}^{2}+P_{2}^{2}\right)+\beta  \tag{3.8}\\
\text { IV. } & M^{2}+\frac{1}{2} l^{2}\left(P_{1}^{2}-P_{2}^{2}\right)+a\left(P_{1}^{2}+P_{2}^{2}\right)+\beta \\
\text { V. } & a\left(P_{1}^{2}+P_{2}^{2}\right)+\beta, \quad a, l \in R, \quad l>0
\end{align*}
$$

Every $\underline{L}$ lies on the same orbit as a constant multiple of exactly one of the elements $\mathrm{I}-\mathrm{V}$. (The term $P_{1}^{2}+P_{2}^{2}$ occurs with an arbitrary constant because the Hamiltonian always commutes with itself. ) Thus by applying an appropriate $E(2)$ transformation we can always assume that $\underline{L}$ is equal to one of these five forms.

If $\underline{L}$ takes the form $I$, then, according to Ref. 1 ,

$$
\begin{equation*}
V(x, y)=f(x)+g(y) \tag{3.9}
\end{equation*}
$$

and the Schrödinger equation separates in rectangular coordinates. If $\underline{L}$ takes the form II, then

$$
\begin{equation*}
V=\frac{f\left(\xi_{1}\right)+g\left(\xi_{2}\right)}{\xi_{1}^{2}+\xi_{2}^{2}}, \quad x=\frac{1}{2}\left(\xi_{1}^{2}-\xi_{2}^{2}\right), \quad y=\xi_{1} \xi_{2} \tag{3.10}
\end{equation*}
$$

and the Schrödinger equation separates in parabolic coordinates, while if $\underline{L}$ takes form III,

$$
\begin{equation*}
V=f(r)+g(\theta) / r^{2}, \quad x=r \cos \theta, \quad y=r \sin \theta \tag{3.11}
\end{equation*}
$$

and the equation separates in polar coordinates. If $L$ takes form IV, then

$$
\begin{equation*}
V=\frac{f(\sigma)+g(\rho)}{\cos ^{2} \sigma-\cosh ^{2} \rho}, x=l \cosh \rho \cos \sigma, \quad y=l \sinh \rho \sin \sigma \tag{3.12}
\end{equation*}
$$

and the equation separates in elliptic coordinates. Finally, if $\underline{L}$ takes form $V$, then $\underline{L}$ is a multiple of $\underline{H}$ and there is no information about $V$.

The above results apply immediately to our study of the operator $\underline{S}$. First of all, by putting $R$ in one of the forms (2.18), (2.19), we see from (3.6) that if $\underline{R}$ is truly second-order, then $\underline{S}$ is truly second-order (never first-order).
Note that the coefficient of $M^{2}$ in (3.6) is proportional to $A_{1}^{2}+A_{2}^{2}$. If this coefficient is nonzero, then $\underline{S}$ lies on a type III or IV orbit, i. e. , the Schrödinger equation separates in either polar or elliptic coordinates. If $A_{1}$ $=A_{2}=0$, then $\underline{S}$ lies on a type $I, I$, or $V$ orbit.
We consider Case $2\left(A_{1}=A_{2}=0\right)$ first. Then from (2.19) we can also require $A_{3}=0, A_{4}^{2}+A_{5}^{2}>0$. Substituting into (3.6), we find

$$
\begin{equation*}
\underline{S}=4 \lambda A_{4}^{2} P_{1}^{2}+4 \lambda A_{5}^{2} P_{2}^{2}+4 A_{6}\left(A_{5}-A_{4}\right) P_{1} P_{2}+\beta \tag{3.13}
\end{equation*}
$$

It follows that type II orbits never appear, only type I and V orbits are possible. Moreover, our analysis of (2.20) has shown that we can find a potential $V$ only if $A_{6}=0$. Thus $\underline{S}$ corresponds to a type I orbit if $A_{4}^{2} \neq A_{5}^{2}$ and to a type V orbit if $A_{4}^{2}=A_{5}^{2}$. The method of Ref. 1 yields no information for type $V$ orbits but our direct approach in Sec. 2 has yielded the solutions (2.24), separation in polar coordinates, and the special case $A_{4}=-A_{5}$ of (2.21), separation in rectangular coordinates. For $A_{4}^{2}$ $\neq A_{5}^{2}$ the results of Ref. 1 show that $H$ lies on the same orbit as a Hamiltonian whose potential takes the form $V=f(x)+g(y)$. This agrees with the results (2.21)(2.23).

So far we have merely verified previous results. However, the method of Ref. 1 now allows us to find all
solutions of (2.8)-(2.10) corresponding to Case 1. Indeed, if $A_{1}^{2}+A_{2}^{2}>0$, we know that $\underline{H}$ lies on the same orbit as a Hamiltonian with potential of the form (3.11) or of the form (3.12). Thus, we can find all Case 1 solutions of (2.8)-(2.10) by requiring that $V$ take either the form (3.11) or (3.12). That is, every solution $V$ lies on the same orbit as a $V$ which separates in either polar or elliptic coordinates. This fact is of great importance for it allows us to separate variables in (2.8)(2.10) and reduce these coupled partial differential equations to uncoupled ordinary differential equations for $f$ and $g$.

At this point we have proved the following fact: If a Hamiltonian $\underline{H}$ admits a second-order raising operator then the Schrödinger equation $H \psi=\mu \psi$ separates in either rectangular, polar or elliptic coordinates. Of course the converse is false.

To find all cases when $S$ is type III we substitute the polar coordinate expression (3.11) into (2.8)-(2.10) and find all solutions which correspond to type III orbits. A tedious computation yields the single solution

$$
V=\frac{\lambda^{2} r^{2}}{2}+\frac{a \sin \theta+b}{r^{2} \cos ^{2} \theta}+c=\frac{\lambda^{2}}{2}\left(x^{2}+y^{2}\right)+\frac{a y}{x^{2} \sqrt{x^{2}+y^{2}}}+\frac{b}{x^{2}}+c
$$

$$
\begin{equation*}
\left(A_{j}\right)=\left(A_{1}, 0,0,0,0,0, \frac{1}{2} A_{1}, 0\right), \quad A_{1} \neq 0 . \tag{3.14}
\end{equation*}
$$

Every type III solution lies on the same orbit as (3.14).
To find all cases when $\underline{S}$ is type IV we substitute the elliptic coordinate expression (3.12) into (2.8)-(2.10) and find all solutions which correspond to type IV orbits. We obtain
$V=\frac{\frac{1}{2} \lambda^{2}\left(\cosh ^{2} \rho+\cos ^{4} \sigma-\cosh ^{4} \rho-\cos ^{2} \sigma\right)+b\left(1 / \cosh ^{2} \rho-1 / \cos ^{2} \sigma\right)}{\cos ^{2} \sigma-\cosh ^{2} \rho}$

$$
\begin{align*}
& \quad+c=\frac{1}{2} \lambda^{2}\left(x^{2}+y^{2}\right)+b / x^{2}+c,  \tag{3.15}\\
& \left(A_{j}\right)=\left(A_{1}, 0,0,0,0,0, A_{7}, 0\right), \quad A_{1} \neq 0, \quad 2 A_{7} \neq A_{1}, \\
& x=\cosh \rho \cos \sigma, \quad y=\sinh \rho \sin \sigma, \\
& V=  \tag{3.16}\\
& \frac{\lambda^{2}}{2} \frac{\left(\cosh ^{2} \rho+\cos ^{4} \sigma-\cosh ^{4} \rho-\cos ^{2} \sigma\right)}{\cos ^{2} \sigma-\cosh ^{2} \rho}+c=\frac{\lambda^{2}}{2}\left(x^{2}+y^{2}\right)+c,
\end{align*}
$$

$$
\left(A_{j}\right)=\left(A_{1}, 0,0,0,0,0, A_{7}, A_{8}\right), \quad A_{1}, A_{8} \neq 0
$$

The determination of all solutions of Eqs. (2.8)(2.10) for elliptic coordinates is extremely tedious due to the complicated nature of the coefficients in the resultant coupled ordinary differential equations. Our method is to examine these equations in the vicinity of some convenient point which may or may not be a singularity of the potential. [This singularity cannot be essential since from (2.10) in elliptic coordinates one can see that if there is a singular point it is regular. ] For example, examination of (2.8)-(2.10) about the points $\sin \sigma=0$ yields six differential equations involving only $g(\rho)$ which must be compatible. In this way one can proceed until all possibilities for the parameters $A_{j}$ and potentials $V$ are exhausted.

## 4. EXAMPLES

In this section we explicitly solve the Schrödinger
equations corresponding to the above potentials and examine the action of our second-order raising operators. Without loss of generality we can assume $\lambda>0$ and set the additive constant $c$ equal to zero for each potential. In each case we solve the equation $\underline{H} \psi=\mu \psi$ corresponding to appropriate choices of the potential parameters.

Consider first the potential (2.21),

$$
V\left(x_{1}, x_{2}\right)=\frac{\lambda^{2}}{8}\left(x_{1}^{2}+x_{2}^{2}\right)+\frac{a_{1}}{x_{1}^{2}}+\frac{a_{2}}{x_{2}^{2}}
$$

Bound states exist for $a_{i}>-\frac{1}{8}$, and the normalized eigenfunctions are

$$
\begin{align*}
& \psi_{k_{1}{ }_{1} k_{2}}^{ \pm}\left(x_{1}, x_{2}\right)=\frac{\lambda}{2} \prod_{i=1}^{2}\left(\frac{k_{i}!\left(\lambda^{2} / 4\right)^{ \pm \nu_{i}}}{\Gamma\left(k_{i} \pm \nu_{i}+1\right)}\right)^{1 / 2} \exp \left(-\lambda x_{i}^{2} / 2\right) \\
& \times x_{i}^{1 / 2 \pm \nu_{i}} L_{k_{i}}^{ \pm \nu_{i}}\left(\lambda x_{i}^{2} / 2\right),  \tag{4.1}\\
& \nu_{i}=\frac{1}{2}\left(1+8 a_{i}\right)^{1 / 2}, \quad \mu^{ \pm \pm}=\lambda\left(k_{1}+k_{2}+1\right)+\frac{1}{2} \lambda\left( \pm \nu_{1} \pm \nu_{2}\right), \\
& k_{i}=0,1,2, \ldots .
\end{align*}
$$

For details on the degeneracies see Ref. 1.
Here $L_{n}^{\nu}(x)$ is a generalized Laguerre polynomial. ${ }^{3}$ The raising operator in $x_{1}$ takes the form

$$
\begin{equation*}
\underline{R}=-\frac{1}{4}\left(2 / \lambda \partial_{x_{1} x_{1}}-2 x_{1} \partial_{x_{1}}+\frac{1}{2} \lambda x_{1}^{2}-4 a_{1} / \lambda x_{1}^{2}-1\right) \tag{4.2}
\end{equation*}
$$

with action

$$
\begin{align*}
& \underline{R} \psi_{k_{1} k_{2}}=\sqrt{\left(k_{1}+1\right)\left(k_{1}+\nu_{1}+1\right)} \psi_{k_{1}+1, k_{2}} \\
& \underline{R^{+}} \psi_{k_{1} k_{2}}=\sqrt{k_{1}\left(k_{1}+\nu_{1}\right)} \psi_{k_{1}-1, k_{2}} \tag{4.3}
\end{align*}
$$

There is a similar operator in $x_{2}$ which raises the $k_{2}$ index.

The potential (2.22),

$$
V\left(x_{1}, x_{2}\right)=\frac{1}{8} \lambda^{2}\left(x_{1}^{2}+4 x_{2}^{2}\right)+\left(a_{1} / x_{1}^{2}\right)+a_{2} x_{2}
$$

has bound states for $a_{1}>-\frac{1}{8}$, with eigenfunctions

$$
\begin{align*}
& \begin{aligned}
& \psi_{k_{1} k_{2}}^{*}\left(x_{1}, x_{2}\right)=\left(\frac{\lambda}{\pi}\right)^{1 / 4}\left(\frac{\lambda}{2}\right)^{(1 \pm \nu) / 2}\left(\frac{k_{1}!1}{k_{2}!2^{2} \Gamma\left(k_{1} \pm \nu+1\right)}\right)^{1 / 2} \\
& \times \exp \left[-\frac{\lambda}{2}\left(x_{2}+\frac{a_{2}}{\lambda^{2}}\right)^{2}\right] H_{k_{2}}\left[\sqrt{\lambda}\left(x_{2}+\frac{a_{2}}{\lambda^{2}}\right)\right] \\
& \times \exp \left(-\frac{\lambda}{4} x_{1}^{2}\right) x_{1}^{1 / 2 \pm \nu} L_{k_{1}}^{ \pm \nu}\left(\frac{\lambda}{2} x_{1}^{2}\right), \\
& \nu=\frac{1}{2}\left(1+a_{1}\right)^{1 / 2} \\
& \mu^{ \pm}=\lambda\left[k_{1}+k_{2}+1 \pm \frac{\nu}{2}-\frac{a_{2}^{2}}{2}\left(\frac{\lambda^{2}}{2}\right)^{-3 / 2}\right], k_{1}, k_{2}=0,1, \ldots
\end{aligned}
\end{align*}
$$

Details on the degeneracies can again be found in Ref. 1. This potential takes the form (1,7) with $x_{1}=x_{1}=x, x_{1}, x_{2}$ $=y, a=0$ so that it admits a first-order raising operator (1.12) in $x_{2}$. It also admits the second-order operator (4.2) with action (4.3). Similarly the potential (2.23) admits a second-order raising operator in $x=x_{1}$ with the form (4.2).

$$
\begin{aligned}
& \text { The potential (2.24) } \\
& \quad V=\frac{1}{8} \lambda^{2} r^{2}+f(\theta) / r^{2} \\
& \text { corresponds to eigenfunctions }
\end{aligned}
$$

$\psi_{m, s}(r, \theta)=\left(\frac{\lambda}{2}\right)^{(s+1) / 2}\left(\frac{2(n!)}{\Gamma(n+s+1)}\right)^{1 / 2}$

$$
\begin{array}{r}
\times \exp \left(-\frac{\lambda r^{2}}{4}\right) r^{s} L_{n}^{s}\left(\frac{\lambda r^{2}}{2}\right) \Theta_{s}(\theta) \\
n=0,1, \cdots \tag{4.5}
\end{array}
$$

where $\Theta_{s}$ is a solution of

$$
\Theta_{s}^{\prime \prime}+\left[s^{2}-2 f(\theta)\right] \Theta_{s}=0
$$

and $\mu=\lambda\left(n+\frac{1}{2} s+\frac{1}{2}\right), s>-1$. The raising operator takes the form

$$
\underline{R}=-\frac{1}{4}\left[\partial_{r r}+\left(\frac{1}{r}-\lambda r\right) \partial_{r}-\frac{s^{2}}{r^{2}}+\frac{\lambda^{2} r^{2}}{4}-\lambda\right]
$$

with action

$$
\begin{align*}
& \underline{R} \psi_{n_{4} s}=\frac{1}{2} \lambda[(n+s+1)(n+1)]^{1 / 2} \psi_{n+1, s} \\
& R^{+} \psi_{n, s}=\frac{1}{2} \lambda[(n+s) n]^{1 / 2} \psi_{n-1, s} \tag{4.7}
\end{align*}
$$

For the above potentials it was always possible to choose coordinates such that $\underline{R}$ could be expressed as a differential operator in a single variable. In the remaining three cases this is no longer possible and the action of the raising operator is more complicated.

The potential (3.14),

$$
V=\frac{\lambda^{2} r^{2}}{2}+\frac{a \sin \theta+b}{r^{2} \cos ^{2} \theta}
$$

has, for example, in the case $a=\left(\alpha^{2}-\beta^{2}\right) / 4, b=-\frac{1}{8}$ $+\left(\alpha^{2}+\beta^{2}\right) / 4, \alpha>\frac{1}{2}, \quad \beta>\frac{1}{2}$, normalized eigenfunctions

$$
\begin{align*}
\psi_{n_{0} k}(r, \theta)= & \left(\frac{\lambda(n!)(k!) \Gamma(\alpha+\beta+k+1)(\alpha+\beta+2 k+1)}{\Gamma\left(n+\frac{1}{2}(\alpha+\beta)+k+\frac{3}{2}\right) \Gamma(\alpha+k+1) \Gamma(\beta+k+1) 2^{\alpha+\beta}}\right)^{1 / 2} \\
& \times \exp \left(-\lambda r^{2} / 2\right)(\sqrt{\lambda} r)^{(\alpha+\beta) / 2+k+1 / 2} L_{n}^{(\alpha+\beta+1+k) / 2}\left(\lambda r^{2}\right) \\
& \times(1+\sin \theta)^{\beta / 2+1 / 4}(1-\sin \theta)^{\alpha / 2+1 / 4} P_{k}^{\alpha, \beta}(\sin \theta) \\
& n, k=0,1,2, \cdots, \tag{4.8}
\end{align*}
$$

and energy eigenvalues $\mu=\lambda\left[2 n+k+\frac{1}{2}(\alpha+\beta)+1\right]$. Here, $P_{k}^{\alpha, \beta}(x)$ is Jacobi polynomial. ${ }^{3}$ The raising operator is

$$
\begin{align*}
\underline{R}= & -\frac{\sin \theta}{r} \partial_{\theta \theta}+\cos \theta \partial_{r \theta}-\frac{1}{2} \sin \theta \partial_{r}-\left(\frac{\cos \theta}{2 r}+\lambda r \cos \theta\right) \partial_{\theta} \\
& +\frac{\left(\alpha^{2}-\beta^{2}\right)}{4 r} \frac{\left(\sin ^{2} \theta+1\right)}{\cos ^{2} \theta}+\left(\frac{\alpha^{2}+\beta^{2}}{2}-\frac{1}{4}\right) \frac{\sin \theta}{r \cos ^{2} \theta}+\frac{\lambda r}{2} \sin \theta \tag{4.9}
\end{align*}
$$

and its action takes the form

$$
\begin{align*}
& \underline{R} \psi_{n, k}=\gamma_{n, k} \psi_{n, k+1}+\xi_{n, k} \psi_{n+1, k-1}  \tag{4.10}\\
& \underline{R}^{+} \psi_{n_{k} k}=\gamma_{n, k-1} \psi_{n, k-1}+\xi_{n-1, k+1} \psi_{n-1, k+1}
\end{align*}
$$

where $\gamma, \xi$ are rather complicated real constants, nonzero in general. Thus, $\underline{R}$ no longer raises a single in$\operatorname{dex} n$ or $k$.

The potential (3.15),

$$
V=\frac{1}{2} \lambda^{2}\left(x^{2}+y^{2}\right)+b / x^{2}
$$

is of the form (1.9) in $y$. Thus, it admits a first-order raising operator with action (1.11), (1.12). Furthermore, this potential corresponds to a special case of (2.21) so that its eigenfunctions are given by (4.1) with $a_{1}=b, a_{2}=0$, and it admits two second-order raising operators of the form (4.2). The potential is also a special case of (2.24) and (3.14) so that it admits the
raising operators (4.6) and (4.9). However, the potential admits the further raising operator

$$
\begin{equation*}
\underline{R}=y\left(\partial_{x x}-\lambda^{2} x^{2}-2 b / x^{2}-\lambda\right)-x\left(\partial_{x}-\lambda x\right)\left(\partial_{x}+\lambda y\right) \tag{4.11}
\end{equation*}
$$

which is not admitted by the earlier mentioned potentials in their generality. In Cartesian coordinates the Hamiltonian has (unnormalized) eigenvectors

$$
\begin{align*}
& \psi_{k_{1}, k_{2}}^{\star \nu}(x, y)=\exp \left(-\lambda r^{2} / 2\right)(x)^{ \pm \nu+1 / 2} L_{k_{1}}^{ \pm \nu}\left(\lambda x^{2}\right) H_{k_{2}}(\sqrt{\lambda} y)  \tag{4.12}\\
& \nu=\left(2 b+\frac{1}{4}\right)^{1 / 4}, \quad b>-\frac{1}{8}
\end{align*}
$$

and eigenvalues

$$
\mu=\lambda\left(2 k_{1}+k_{2} \pm \nu+1\right), \quad k_{1}, k_{2}=0,1, \cdots
$$

The action of $\underline{R}$ is given by

$$
\underline{R} \psi_{k_{1}, k_{2}}^{ \pm \nu}=-\lambda^{1 / 2}\left(2 k_{1} \pm \nu+\frac{1}{2}\right) \psi_{k_{1}, k_{2}+1}-4 \lambda^{1 / 2}\left(k_{1}+1\right) k_{2} \psi_{k_{1}+1, k_{2}-1}
$$

$\underline{R}^{+} \psi_{k_{1}, k_{2}}^{ \pm \nu}=-2 \lambda^{1 / 2}\left(k_{1} \pm \nu\right) \psi_{k_{1}-1, k_{2}+1}-2 \lambda^{1 / 2} k_{2}\left(2 k_{1} \pm \nu+\frac{3}{2}\right) \psi_{k_{1}, k_{2}-1}$.
The potential (3.16), isotropic harmonic oscillator, is a special case of all previous potentials except (2.22) and it admits all of the raising operators allowed by these potentials.

The raising operator $Q_{1}+\alpha_{6}$ admitted by potentials (3.15) and (3.16) implies via our procedure that the corresponding Schrödinger equations separate in elliptic coordinates. Thus one might expect that the action of these raising operators would be simplest in elliptic coordinates. This is not the case. The elliptic coordinate solutions of the harmonic oscillator Hamiltonian are Ince polynomials, ${ }^{4}$ but the corresponding polynomial solutions for (3.15) in elliptic coordinates appear not to have been studied in any detail. In any event, the action of the raising operator on an elliptic basis is not transparent.

In conclusion, we remark that Refs. 5 and 6 contain results related to our work.

## ACKNOWLEDGMENTS

We wish to thank P. Winternitz and E. Kalnins for helpful discussions, and the members of the Centre de Recherches Mathématiques for extending their hospitality to us. One of us (C.P.B.) would like to acknowledge the Eisenstadt Foundation for financial support.
${ }^{1}$ P. Winternitz, Y. Smorodinskǐi, M. Uhlir, and I. Fris, Sov. J. Nucl. Phys. 4, 444 (1967).
${ }^{2}$ A. Makarov, I. Smorodinskii, H. Valiev, and P. Winternitz, Nuovo Cimento A 52, 1061 (1967).
${ }^{3}$ A. Erdelyi, et al., Higher Transcendental Functions, Vol. 2 (McGraw-Hill, New York, 1953).
${ }^{4}$ F. Arscott, Periodic Differential Equations (Pergamon, Oxford, England, 1964).
${ }^{5}$ S. Komy and L. O'Raifeartaigh, J. Math. Phys. 9, 738 (1968).
${ }^{6}$ Y. Dothan, Phys. Rev. D 2, 2944 (1970).

# Structure of the $12 j$ and $15 j$ coefficients in the Bargmann approach 
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Generating functions of the $12 j$ and $15 j$ angular momentum recoupling coefficients are computed explicitly in the Bargmann formalism. Symmetry properties are deduced therefrom. A geometrical Möbius strip representation (originally due to Ord-Smith for the $12 j$ case), which can be generalized to all $n$, suggests a $4 n$-fold symmetry for the $3 n j$ coefficients ( $n \geq 4$ ).

## I. INTRODUCTION

The structure of the angular momentum $9 j$ coefficient ${ }^{1-3}$ has been studied in the Bargmann approach. ${ }^{4,5}$ It is the purpose of this note to extend some of the considerations to higher $3 n j$ coefficients.
(A) The generating functions for the $12 j$ and $15 j$ coefficients are explicitly computed in the Bargmann scheme. It is a tribute to the powerful Bargmann lemmas on the Laplacian integrals ${ }^{4}$ that those seemingly complicated $6 n$-fold integrals can in fact be systematically carried out. Thus in principle the generating functions for the $3 n j$ coefficients are computable for arbitrary $n$ in the Bargmann approach. Alternatively, the generating functions can also be found in the algebraic recursive scheme of Schwinger. ${ }^{3}$ For $n=4$ and 5 , they have been verified; the answers are essentially the same apart from a difference in an over-all phase factor. ${ }^{6}$
(B) Symmetry relations of the $3 n j$ coefficients ( $n=4,5$ ) are here deduced on the basis of the explicit knowledge of their generating functions. They turn out to confirm the $4 n$-fold symmetry ( $n=4,5$ ). For $n=4$, this was first discussed by Ord-Smith ${ }^{7}$ using (i) a geometrical Möbius strip picture which incorporates the basic $3 j$ triangular relations and (ii) an reduction formula (attributed to J. P. Elliott) of the $12 j$ coefficient as a sum over products of four Racah coefficients.

The Möbius strip picture can be properly generalized to all $n$. (There is a slight technical difference between even or odd $n$ cases.) Thus a basic $4 n$-fold symmetry is expected to hold for arbitrary $n$. The situation may be summarized as in Table I. Lower order coefficients (for various reasons such as looser structure) are seen to possess larger symmetry. We find it gratifying that for $n \geqslant 4$, the symmetry for the $3 n j$ coefficients becomes more systematic. [Note, however, the remark (b) below].
(C) Explicit expressions for the $12 j$ and $15 j$ coefficients can be extracted from their generating functions. However, in view of the excessively large numbers of summations involved [namely, $\left(2^{n+1}-1-3 n\right)$-fold], we shall not write them down here. The reduction formulas ${ }^{6.10}$ of $3 n j$ coefficients in terms of $3(n-1) j$ coefficients on one hand, and in terms of the Racah coefficients on the other, are probably more useful in practice.

The following remarks are made in view of the extensive work on the theory of angular momentum by A.P. Jucys et al. , ${ }^{10}$ although the present undertaking is entirely independent of their approach.
(a) Jucys et al. have adopted a graphical method of
their own; they were able to do calculations with the aid of their graphical method. Our emphasis, however, is on the explicit calculation of the generating functions.
(b) There is a proliferation in the definition of the $3 n j$ coefficients. As the number of $j$ 's goes up, there are obviously various different recoupling schemes. Thus Jucys et al. have defined several kinds of $3 n j$ coefficients. The ones we discussed here in this paper, the canonical ones, correspond to what they call the first kind. We shall not be concerned with those other than the first kind here.
(c) We have independently rediscovered a set of recursion formulas for the $3 n j$ coefficients (i) in terms of $3(n-1) j$ coefficients and (ii) in terms of $6 j$ coefficients. ${ }^{6}$ These are known to Jucys et al. The basic $4 n$-fold symmetry is also implicit in their work. However, we wish to emphasize that the methodology used are quite different, especially in regard to the symmetry. Our emphasis in this paper is to carry out the explicit calculation of the generating functions. From what we learn from the previously known cases, we adopt the viewpoint that all the symmetry of the $3 n j$ coefficients is contained in the generating functions. The symmetry should be transparent and unambiguous in the Bargmann approach. What we have found is that (i) from our study of the generating functions comes the basic $4 n$-fold symmetry ( $n=4,5$ ); (ii) the symmetry operations can be transcribed to those on a suitably defined Möbius strip; and (iii) this geometrical picture and the $4 n$ fold symmetry is obviously valid for arbitrary $n \geqslant 4$.

## II. THE 12j COEFFICIENT

## A. Definition

In analogy with the previously discussed $n \leqslant 3$ cases, ${ }^{4,5}$ we express the $12 j$ coefficient (which is the recoupling coefficient involved in adding five angular momenta to a total $j$, or adding six angular momenta to zero) in terms of sums of products of eight $3 j$ coefficients. We adopt the following labeling in Eq. (1) for the twelve $j$ 's, which is a slight modification of that of Ord-Smith ${ }^{7}$ :
$\{12 j\} \equiv\left\{\begin{array}{llllll}j_{30} & & j_{01} & & j_{12} & j_{23}^{\prime} \\ & j_{00} & & j_{11} & & j_{22} \\ j_{30}^{\prime} & j_{01}^{\prime} & j_{12}^{\prime} & j_{23}^{\prime}\end{array}\right\}$

TABLE I.

| $3 n j$ recoupling coefficients | Symmetry relations |
| :--- | :---: |
| $n=2$ | $6 j$ Racah |
| $n=3$ | $9 j$ |
| $n=4$ | 144 [Refs. 8, 4] |
| $n \geq 4$ | $3 n j$ general |



FIG. 1. Möbius strip representation for the $12 j$ coefficient.

$$
\begin{align*}
= & \sum_{m \cdot m^{\prime}}\left(\begin{array}{ccc}
j_{30} & j_{00} & m_{01}^{\prime} \\
m_{30} & m_{00} & j_{01}^{\prime}
\end{array}\right)\left(\begin{array}{ccc}
j_{01}^{\prime} & j_{11} & j_{12}^{\prime} \\
m_{01}^{\prime} & m_{11} & m_{12}^{\prime} \\
m_{12} & j_{22} & j_{23}^{\prime} \\
m_{23}^{\prime}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
j_{23} & j_{33} & j_{03} \\
m_{23} & m_{33} & m_{03}
\end{array}\right)\left(\begin{array}{ccc}
m_{30}^{\prime} & m_{00} & j_{01} \\
j_{30}^{\prime} & j_{00} & m_{01}
\end{array}\right)\left(\begin{array}{ccc}
m_{01} & m_{11} & m_{12} \\
j_{01} & j_{11} & j_{12}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
m_{12}^{\prime} & m_{22} & m_{23} \\
j_{12}^{\prime} & j_{22} & j_{23}
\end{array}\right)\left(\begin{array}{ccc}
m_{23}^{\prime} & m_{33} & m_{30} \\
j_{23}^{\prime} & j_{33} & j_{30}
\end{array}\right) \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
j_{p q}^{\prime} \equiv j_{q p}, \quad m_{p q}^{\prime} \equiv m_{q p} \tag{3a}
\end{equation*}
$$

except

$$
\begin{array}{ll}
j_{01}^{\prime} \equiv j_{10}^{\prime}, & j_{01} \equiv j_{10} \quad \text { (even- } n \text { rule) }, \\
m_{01}^{\prime} \equiv m_{10}^{\prime}, & m_{01} \equiv m_{10} \tag{3b}
\end{array}
$$

It is clear that there are triangle relations governing in each of the eight $3 j$ coefficients. In the present notation, each $3 j$ factor calls for a set of consecutive triplet indices $(p-1 q, p q, p+1 q$ ) or ( $p q-1, p q, p q$ $+1),(p, q=0,1, \ldots, n-1, \bmod n)$. It is convenient to label a set of vertices $p, p^{\prime}$ accordingly. This results in the Möbius strip representation ${ }^{7}$ (see Fig. 1). Note that the index convention is as follows: (i) $j_{p q}$ connects from vertices $p$ to $q$; (ii) $j$ gets primed if the first index is primed; the prime on the second index is suppressed [except for those for $t_{p q}$, see Eq. (10)]; (iii) rules (3a) and (3b) are to be obeyed for even $n$ cases [cf. Eq. (22) for odd $n$ ]

## B. Generating function of the $12 j$ coefficients

The generating function is defined as follows:

$$
\begin{equation*}
G^{(12)}\left(t, t^{\prime}\right) \equiv \sum_{k, k^{\prime}} N_{4}^{-1}\{12 j\} \prod_{p, q} t_{p q}^{k_{p q}} t_{p q}^{\prime k_{p q}^{\prime}} \tag{4}
\end{equation*}
$$

where the normalization factor is given by

$$
\begin{equation*}
N_{4} \equiv\left[\prod_{p=0}^{3}\left(J_{p}+1\right)!\left(J_{p}^{\prime}+1\right)!/\left(\prod_{p . q} k_{p q}!k_{p q}^{\prime}!\right)\right]^{1 / 2} \tag{5}
\end{equation*}
$$

For a triplet of indices $(p-1, p, p+1)$, we define

$$
\begin{align*}
& J_{p} \equiv j_{p p-1}+j_{p p}+j_{p p+1}=\sum_{q} j_{p q}  \tag{6a}\\
& J_{p}^{\prime} \equiv j_{p-1 p}+j_{p p}+j_{p+1 p}=\sum_{q} j_{q p}=\sum_{q} j_{p q}^{\prime} \tag{6b}
\end{align*}
$$

and

$$
\begin{align*}
& k_{p q} \equiv J_{p}-2 j_{p q}  \tag{6c}\\
& k_{p q}^{\prime} \equiv J_{p}^{\prime}-2 j_{p q}^{\prime} \tag{6d}
\end{align*}
$$

In a manner which is perfectly parallel to the known cases $n \leqslant 3,4,5$ the generating function can be converted into the following integral:
$G^{(12)}\left(t, t^{\prime}\right)=\int d \mu_{24}(\zeta) \exp \left(\sum_{p=0}^{3}\left(D_{p}+\bar{D}_{p}^{\prime}\right)\right)$,
where

$$
\begin{align*}
& d \mu_{N}(\zeta) \equiv \pi^{-N} \exp (-\bar{\zeta} \cdot \zeta) d^{N} \zeta, \zeta \equiv \xi+i \eta \\
& D_{p} \equiv t_{p} \times \xi_{p} \cdot \eta_{p}, \quad p=0,1, \ldots, 3  \tag{8a}\\
& \bar{D}_{p}^{\prime} \equiv t_{p}^{\prime} \times \bar{\xi}_{p}^{\prime} \cdot \eta_{p}^{\prime} \tag{8b}
\end{align*}
$$

denote $3 \times 3$ determinants formed by components of the indicated 3 -vectors. The components of $t_{p}$ are labeled by the triplets ( $t_{p p-1}, t_{p p}, t_{p p+1}$ ); likewise for $t_{p}^{\prime}$. For $\xi_{p}$ and $\eta_{p}$, a distinction has to be made involving the index 0 , namely for $l \neq 0, \xi, \eta$, have components labeled by $(l-1 l, l l, l l+1)$; likewise for $\bar{\xi}_{l}^{\prime}$ and $\bar{\eta}_{l}^{\prime}$. On the other hand, for $p=0$, the components are

$$
\begin{array}{ll}
\xi_{0} \equiv\left(\xi_{03}, \xi_{00}, \bar{\eta}_{01}^{\prime}\right) ; & \eta_{0} \equiv\left(\eta_{03}, \eta_{00},-\bar{\xi}_{01}^{\prime}\right),  \tag{9}\\
\bar{\xi}_{0}^{\prime} \equiv\left(\bar{\xi}_{03}^{\prime}, \bar{\xi}_{00}^{\prime},-\eta_{01}\right), \bar{\eta}_{0}^{\prime} \equiv\left(\bar{\eta}_{03}^{\prime}, \bar{\eta}_{00}^{\prime}, \xi_{01}\right)
\end{array}
$$

This complication comes about because two of the $3 j$ coefficients in Eq. (1) (namely those involving the 0 and $0^{\prime}$ vertices) appear in a mixed conjugate fashion. In (8b) and (9), we have

$$
\begin{equation*}
\xi_{p q}^{\prime} \equiv \xi_{q p}, \eta_{p q}^{\prime} \equiv \eta_{q p} \tag{10}
\end{equation*}
$$

while $t_{p q}^{\prime} \equiv t_{p q^{\prime}}$ are distinct from $t_{\alpha p}$.
The 24 -fold integration in (7) can be carried out in four steps. The calculation is straightforward with the aid of the Bargmann lemmas on the Laplacian integrals. ${ }^{4}$ A slight extension leads to the following formula which turns out to be quite useful ${ }^{6}$ :

$$
\begin{gather*}
\int d \mu_{3}(\xi) d \mu_{3}(\eta) \exp \left(t \times \xi \cdot \eta+t^{\prime} \times \bar{\xi} \cdot \bar{\eta}+c \cdot \xi+d \cdot \bar{\eta}\right) \\
=\left(1-t \cdot t^{\prime}\right)^{-1} \exp \left[(t \times c \cdot d)\left(1-t \cdot t^{\prime}\right)^{-1}\right] \tag{11}
\end{gather*}
$$

The final answer for the generating function (7) is

$$
\begin{equation*}
G^{(12)}\left(t, t^{\prime}\right)=\left(1-a_{1}-a_{2}-a_{3}-a_{4}-a_{5}\right)^{-2} \tag{12}
\end{equation*}
$$

where

$$
\begin{align*}
a_{1}= & \hat{t}_{01} \hat{t}_{32}+\hat{t}_{10} \hat{t}_{23}+\hat{t}_{30} \hat{t}_{21}+\hat{t}_{03} \hat{t}_{12}, \\
a_{2}= & t_{00} t_{11}\left(t_{22}^{\prime} t_{32}^{\prime} t_{30}+t_{33}^{\prime} t_{23}^{\prime} t_{21}\right)+t_{11} t_{22}^{\prime} t_{33} t_{01} t_{03} \\
& +t_{22} t_{33}^{\prime} t_{00} t_{12} t_{10}^{\prime}-t_{p q} \leftrightarrows t_{p q}^{\prime}, \\
a_{3}= & -\hat{t}_{00} \hat{t}_{12} \hat{t}_{32}-\hat{t}_{11} \hat{t}_{23} \hat{t}_{03}+\hat{t}_{22} \hat{t}_{30} \hat{t}_{10}+\hat{t}_{33} \hat{t}_{01} \hat{t}_{21}, \\
a_{4}= & t_{00}^{\prime} t_{10} t_{12}^{\prime} t_{21} t_{23}^{\prime} t_{32} t_{30}^{\prime}+t_{11}^{\prime} t_{21}^{\prime} t_{23} t_{32}^{\prime} t_{30} t_{03}^{\prime} t_{01} \\
& +t_{22}^{\prime} t_{32}^{\prime} t_{30} t_{03}^{\prime} t_{01} t_{10} t_{12}^{\prime}+t_{33}^{\prime} t_{03}^{\prime} t_{01} t_{10} t_{12}^{\prime} t_{21} t_{23}^{\prime} \\
& -t_{p q}-t_{p q}^{\prime}, \\
a_{5}= & \hat{t}_{00} \hat{t}_{11} \hat{t}_{22} \hat{t}_{33}-\hat{t}_{00} \hat{t}_{11} \hat{t}_{23} \hat{t}_{32}-\hat{t}_{11} \hat{t}_{22} \hat{t}_{03} \hat{t}_{30} \\
& +\hat{t}_{22} \hat{t}_{33} \hat{t}_{01} \hat{t}_{10}-\hat{t}_{33} \hat{t}_{00} \hat{t}_{12} \hat{t}_{21}+\hat{t}_{30} \hat{t}_{03} \hat{t}_{12} \hat{t}_{21} \\
& -\hat{t}_{01} \hat{t}_{10} \hat{t}_{23} \hat{t}_{32} \tag{13}
\end{align*}
$$

with

$$
\begin{equation*}
\hat{t}_{p q} \equiv t_{p q} t_{p q}^{\prime} \tag{14}
\end{equation*}
$$

## C. Consistency check

Setting one of the appropriate angular momentum to
be zero should reduce the $12 j$ coefficient to a $9 j$ coefficient, and this implies that $G^{(12)}$ should reduce to $G^{(9)}$, which is known. ${ }^{5}$ Our expression (12) satisfies this test. [To be precise, there are some sign difference among some of the corresponding terms and this is attributed to a difference in the choice of phase in going from $3 n j$ to $3(n-1) j$ coefficients. ]

## D. Symmetry (even $n$ case)

(a) Define the operation $P_{1}^{(t)}$ which carries $t_{p q} \longrightarrow t_{p q}^{\prime}$ and the operation $P_{t}^{(k)}$ which carries $k_{p q}-k_{p q}^{\prime}$

It is easily verified that the generating function $G^{(12)}$ ( $t, t^{\prime}$ ) is invariant under $P_{t}^{(t)}$. From Eq. (4), it follows that the $12 j$ coefficient is invariant under $P_{i}^{(k)}$ which carries $j_{p q} \rightarrow j_{p q}^{\prime}$.
(b) Define the operation $P_{-}^{(t)}=$ permutation $\left(\begin{array}{lll}0 & 1 & 2 \\ 10 & 3\end{array}\right)$ among the $t_{p q}$ indices. Likewise $P_{\sim}^{(k)}$ among the the $k_{p q}$ indices.
$G^{(12)}\left(t, t^{\prime}\right)$ is readily seen to be invariant under $P_{-}^{(t)}$. This implies that the $12 j$ coefficient is invariant under $P_{\sim}^{(k)}$.
(c) Define the operation $P_{k}^{(t)}$ that carries

$$
\begin{aligned}
& t_{p q} \rightarrow t_{p-1 q-1} \\
& t_{p q} \rightarrow t_{p-1 q-1}^{\prime}
\end{aligned}
$$

except

$$
\begin{align*}
& t_{1 q} \rightarrow-t_{0 q-1}, \quad q \neq 1, \\
& t_{11} \rightarrow t_{00},  \tag{17a}\\
& t_{1 q}^{\prime} \rightarrow t_{0 \alpha-1}^{\prime},
\end{align*}
$$

and $P_{*}^{(k)}$ that carries

$$
\begin{equation*}
k_{p q} \rightarrow k_{p+1 q+1}^{\prime}, \quad k_{p q}^{\prime} \rightarrow k_{p+1 q+1} \tag{17a}
\end{equation*}
$$

except

$$
\begin{equation*}
k_{0 q} \rightarrow k_{1 ه+1}, \quad k_{0 q}^{\prime} \rightarrow k_{1 \sigma+1}^{\prime} . \tag{17~b}
\end{equation*}
$$

Then $G^{(12)}\left(t, t^{\prime}\right)$ is invariant under $P_{k}^{(t)}$. The $12 j$ coefficient is left unchanged apart from a phase:

$$
\begin{equation*}
P_{\mathfrak{a}}^{(k)}\{12 j\}=(-1)^{2} j_{11}\{12 j\} . \tag{18}
\end{equation*}
$$

In terms of the Möbius strip picture, the above three operations correspond to the following:

$$
\left.\begin{array}{rl}
P_{!}^{(t)}: & \text { up-down symmetry of the Möbius strip: } \\
\text { two fold symmetry, }
\end{array}\right\} \begin{aligned}
P_{-}^{(t)}: & \text { left-right symmetry of the Möbius strip: } \\
& \text { two fold symmetry, } \\
P_{*}^{(t)}: & \text { moving the "twist" between } \\
& p \text { and } p+1 \text { vertices: } n \text {-fold symmetry }
\end{aligned}
$$

Thus the combined symmetry is $4 n$-fold ( $n \geqslant 4$ ).
The fact that the $6 j$ and $9 j$ coefficients in fact posses larger symmetry than the basic $4 n$-fold symmetry discussed here might be attributed to the looser structure of their corresponding Möbius networks. (We emphasize the lines rather than the surface.) For $n \leqslant 3$ (i. e., with at most three vertical lines), it is possible to interchange the roles of horizontal and vertical lines, there-
by resulting in enlarged symmetry. We claim that this is no longer possible for a Möbius network with four (or more) vertical lines.

## III. THE 15j COEFFICIENT

## A. Definition

Parallel to the discussion of the $12 j$ case, we take $\{15 j\}$

$$
\begin{align*}
& =\left\{\begin{array}{llllllll}
j_{40}^{\prime} & & j_{01}^{\prime} & & j_{12} & & j_{23}^{\prime} & \\
& j_{34} & \\
j_{00} & j_{11} & j_{22} & & j_{33} & j_{44} \\
j_{40} & j_{01} & j_{12}^{\prime} & j_{23} & j_{34}^{\prime}
\end{array}\right\}  \tag{20}\\
& =\sum_{m, m^{\prime}}\left(\begin{array}{ccc}
m_{40}^{\prime} & m_{00}^{\prime} & m_{10}^{\prime} \\
j_{40}^{\prime} & j_{00}^{\prime 0} & j_{10}^{\prime}
\end{array}\right)\left(\begin{array}{ccc}
m_{01}^{\prime} & m_{11}^{\prime} & m_{21}^{\prime} \\
j_{01}^{\prime} & j_{11}^{\prime} & j_{21}^{2}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
m_{12}^{\prime} & m_{22}^{\prime} & m_{32}^{\prime} \\
j_{12}^{\prime} & j_{22}^{\prime} & j_{32}^{\prime}
\end{array}\right)\left(\begin{array}{ccc}
m_{23}^{\prime} & m_{33}^{\prime} & m_{43}^{\prime} \\
j_{23}^{\prime} & j_{33}^{\prime} & j_{43}^{\prime}
\end{array}\right)\left(\begin{array}{ccc}
m_{34}^{\prime} & m_{44}^{\prime} & m_{04}^{\prime} \\
j_{34}^{\prime} & j_{44}^{\prime} & j_{04}^{\prime}
\end{array}\right) \\
& \times\left(\begin{array}{lll}
j_{40} & j_{00} & j_{10} \\
m_{40} & m_{00} & m_{10}
\end{array}\right)\left(\begin{array}{lll}
j_{01} & j_{11} & j_{21} \\
m_{01} & m_{11} & m_{21}
\end{array}\right)\left(\begin{array}{lll}
j_{12} & j_{22} & j_{32} \\
m_{12} & m_{22} & m_{32}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
j_{23} & j_{33} & j_{43} \\
m_{23} & m_{33} & m_{43}
\end{array}\right)\left(\begin{array}{ccc}
j_{34} & j_{44} & j_{04} \\
m_{34} & m_{44} & m_{04}
\end{array}\right), \tag{21}
\end{align*}
$$

where

$$
\begin{align*}
& j_{p q}^{\prime} \equiv j_{q p}, \quad m_{p q}^{\prime} \equiv m_{a p} \\
& \text { (odd- } n \text { rule), } \quad p=0,1, \ldots, 4 . \tag{22}
\end{align*}
$$

The remarks following Eq. (3) for the $12 j$ coefficient apply here also with Eq. (22) replacing Eq. (3). The Möbius strip picture for the $15 j$ is shown in Fig. 2.

## B. Generating function of the $15 j$ coefficient

As an obvious generalization from.Eq. (4), we have

$$
\begin{equation*}
G^{(15)}\left(t, t^{\prime}\right) \equiv \sum_{p, q} N_{5}^{-1}\{15 j\} \prod_{p, q} t_{p q}^{k_{p q}} t_{p q}^{k_{p q}^{\prime}} \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{5} \equiv\left[\prod_{p=0}^{4}\left(J_{p}+1\right)!\left(J_{p}^{\prime}+1\right)!/\left(\prod_{p, q} k_{p q}!k_{p q}^{\prime}!\right)\right]^{1 / 2} \tag{24}
\end{equation*}
$$

with the $k, k^{\prime}, J, J^{\prime}$ defined as in Eq. (6) now for $p, q$ $=0,1, \ldots, 4$. As before, Eq. (23) is converted into the following integral:

$$
\begin{align*}
& G^{(15)}\left(t, t^{\prime}\right) \\
& \quad=\int d \mu_{15}(\xi) d \mu_{15}(\eta) \exp \left(\sum_{p=0}^{4}\left(D_{p}+\bar{D}_{p}^{\prime}\right)\right) \tag{25}
\end{align*}
$$

where $D_{p}$ and $\bar{D}_{p}^{\prime}$ are defined as in (8) now for $p$


FIG. 2. MXbius strip representation for the $15 j$ coefficient.
$=0,1, \ldots, 4, t_{p}$ having components ( $t_{p-1 p}, t_{p p}, t_{p+1 p}$ ) $(\bmod 5)$, labeled by a set of triplet indices. Likewise for $\xi_{p}$ and $\eta_{p}$. All this is quite parallel to the $12 j$ case except that the even- $n$ complication (9) is absent here. Furthermore, $\xi_{p q}^{\prime}, \eta_{p e}^{\prime}$ satisfy Eq. (10).

After performing the 30 -fold integration in (25), the final answer reads:

$$
\begin{equation*}
G^{(15)}\left(t, t^{\prime}\right)=\left(1-b_{1}-b_{2}-b_{3}-b_{4}\right)^{-2}, \tag{26}
\end{equation*}
$$

where $b_{i}$ consists of polynomials of degree $2(i+1)$ in $t$ and $t$, namely

$$
\begin{align*}
b_{1}= & \sum_{p=0}^{4} \hat{t}_{p p+1} \hat{t}_{p-1 p-2} \\
& {\left[\hat{t}_{p q} \text { defined in }(14)\right], } \\
b_{2}= & \sum_{p=0}^{4}\left[\hat{t}_{p p} \hat{t}_{p+1 p+2} \hat{t}_{p-1 p-2}+\left(t_{p p}^{\prime} t_{p+1 p+1}\right.\right. \\
& \left.\left.\times t_{p+2 p+2}^{\prime} t_{p+3 p+3} t_{p-1 p}^{\prime} t_{p-1 p-2}+t \longrightarrow t^{\prime}\right)\right] \\
b_{3}= & \sum_{p=0}^{4}\left\{\left(\hat{t}_{p p} \hat{t}_{p+1 p+1}-t_{p p+1} t_{p+1 p}\right) t_{p+2 p+3} \hat{t}_{p-1 p-2}\right. \\
& +\left[t _ { p p } ^ { \prime } \left(t_{p+1 p+1} t_{p+2 p+1} t_{p+2 p+3}^{\prime}\right.\right. \\
& \left.+t_{p+2 p+2} t_{p+1 p+2} t_{p+1 p}^{\prime}\right) t_{p+p p+2} t_{p-2 p-1}^{\prime} \\
& \left.\left.\times t_{p-1 p-2} t_{p-1 p}^{\prime}+t \longrightarrow t^{\prime}\right]\right\} \\
b_{4}= & \sum_{p=0}^{4} \hat{t}_{p p}\left(\hat{t}_{p+1 p+1} \hat{t}_{p+2 p+2}-\hat{t}_{p+1 p+2} \hat{t}_{p+2 p+1}\right) \\
& \times \hat{t}_{p-2 p-1} t_{p-1 p-2}-\prod_{p=0}^{4}\left[t_{p p}+\left(t_{p p+1}^{\prime} t_{p+1 p}+t \longrightarrow t^{\prime}\right)\right] \tag{27}
\end{align*}
$$

## C. Consistency check

The statement made under Sec. IIC for the $12 j$ case is valid also for the $15 j$ case.

## D. Symmetry (odd-n case)

(a) Define the operation $P_{1}^{(t)}$ which carries $t_{p q} \longrightarrow t_{p q}^{\prime}$; correspondingly for $P_{t}^{(k)}: k_{p q} \longrightarrow k_{p,}^{\prime}$. It is obvious that $G^{(15)}\left(t, t^{\prime}\right)$ is invariant under (28). This implies that the $15 j$ coefficient is invariant under $P_{1}^{k}$.
(b) Define the operation $P_{-}^{(t)}=$ permutation ( $\left.\begin{array}{llll}0 & 1 & 2 & 4 \\ 10 & 4 & 4 & 4\end{array}\right)$ on $t_{p q}$ (recall $t_{p q}^{\prime} \equiv t_{p \phi}$ ). Correspondingly for $P^{(k)}$ on $k_{p q}$. We have $G^{(15)}\left(t, t^{\prime}\right)$ invariant under $P_{-}^{(t)}$, thus the $15 j$ coefficient is invariant under $P_{\sim}^{(\vec{k})}$.
(c) Define $P_{\substack{(t)}}$

$$
\begin{align*}
& t_{p q} \rightarrow t_{p-1 a-1}^{\prime}, \quad t_{p q}^{\prime} \rightarrow t_{p-1 q-1}(\bmod 5)  \tag{30}\\
& \text { and } P_{z}^{(k)}: \\
& k_{p q} \rightarrow k_{p+1 q+1}^{\prime}, \tag{31}
\end{align*} \quad k_{p q}^{\prime} \rightarrow k_{p+1 q+1} .
$$

Since $G^{(15)}\left(t, t^{\prime}\right)$ is invariant under (30), we have the invariance of $\{15 j\}$ under (31). The remark following Eq. (18) holds here for $n=5$.

## IV. CONCLUDING REMARKS

What we have done is to demonstrate by explicit calculations that the study of the properties of higher-order $3 n j$ angular momentum recoupling coefficients can be carried out in principle for all $n$. The algebraic complexities, though increasing rapidly with $n$, turn out still to be controlable. Extraction of the explicit expansion forms for the $3 n j$ coefficients are in principle possible from the generating functions.

The $3 n j$ coefficients ( $n \geqslant 4$ ) are seen to possess a $4 n$ fold symmetry. Visualization of some of the structural properties of $3 n j$ coefficients are greatly enhanced with the aid of a geometric Möbius network representation.

Note added in proof: For graphical method for angular momentum, see also E. El Baz and B. Castel, Graphical Methods of Spin Algebras (Dekker, New York, 1972).
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# Variational formulation of the relativistic theory of microelectromagnetism 
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By adjoining a set of adequate potentials to the classical electromagnetic potential, it is possible to formulate a variational principle that yields the equations of the micromorphic EM theory proposed by Eringen and Kafadar [J. Math. Phys. 11, 1984 (1970)]. The energy-momentum law for micromorphic EM fields is obtained and constitutive equations are derived for relativistic EM-elastic fields.

## I. INTRODUCTION

Recently Eringen and Kafadar ${ }^{1}$ proposed a set of basic laws for relativistic microelectromagnetism and, as a particular case, introduced the field equations of the microelectromagnetic theory of grade I. This theory was intended for the prediction of physical phenomena involving ferromagnetism, micromagnetism (in the sense of Brown ${ }^{2}$ ), electrets, ${ }^{3}$ microwave propagations, and other related microelectromechanical effects for which the classical continuum hypothesis is violated. This situation arises when the length scale associated with the exciting agents become comparable to the average dimension of "grains" (microelements) in bodies and/or the average distance between grains. Then it is believed that the classical field theories do not contain the necessary mechanism to take into account the local degrees of freedom. The theory of microelectromagnetism is so constructed as to provide the necessary description, still within the frame of continuum formalism (i.e., with "nice" differential equations), the new degrees of freedom being accounted for by new field equations referred to as "moment" equations. In fact, Eringen ${ }^{4}$ has shown that: (i) The basic balance laws of phenomenological micromagnetism such as given by, among others, Brown, ${ }^{2}$ Tiersten, ${ }^{5}$ and Maugin and Eringen, ${ }^{6}$ could be derived from microelectromagnetism theory by assuming certain approximations (quasimagnetostatics in a rigid body); (ii) in different approximations, the theory contains London's phenomenological equations of superconductivity (there, the new degree of freedom is represented via a local "superconductivity" field $\mathfrak{H}$ ).

By analogy with the mechanical theory developed earlier by Eringen and his co-workers, ${ }^{7,8}$ this theory may preferably be referred to as micromorphic EM theory. Indeed Eringen and Kafadar constructed their theory in the frame of the four-dimensional formalism of Minkowskian space-time, and introduced averages of Maxwell's equations in matter over well-defined volumes or hypersurfaces in a manner very similar to that used for constructing the mechanical theory of micromorphic media. ${ }^{7,8}$ Though in the latter the concepts of new kinds of forces and couples and of energy arose quite naturally since it was a mechanical theory, the equivalent result for the energy equation in the micromorphic EM theory was not obtained. As a result of this and the lack of thermodynamical considerations, the theory lacked constitutive equations. This fact is not due to indifference
or oversimplification; rather, these authors postponed the solution of a problem which involves difficulties inherent to all theories dealing with electromagnetism in matter such as the difficult problem of defining the ponderomotive force and couple, and the energy density and/or the electromagnetic stress-energy-momentum tensor. This, of course, requires in general the consideration of interactions of the electromagnetic fields with a deformable medium. The construction of a complete micromorphic EM theory with mechanical interactions based on the statement of global or local balance laws (direct approach) necessitates the introduction of a model for the above-cited interactions. This difficulty may be bypassed if, instead of this general approach, one is satisfied with the study of nondissipative phenomena and thus, considers a variational formulation. Such a formulation is in general possible and yields results in complete agreement with those obtained from a direct approach. For instance, the direct approach of Eringen and Suhubi ${ }^{7}$ and the variational one of Maugin ${ }^{9}$ lead to comparable results for the theory of nondissipative micromorphic media. The same holds true for the treatments of the classical continuum theory for the interactions of EM fields with deformable bodies provided by Grot and Eringen ${ }^{10}$ on the one hand and by Grot ${ }^{11}$ on the other. We must, however, note that the identification of the results was possible in the two different approaches because some expressions resulting from the direct approach were known. For the same reason, it has been possible to grant a physical significance to quantities resulting from the variational formulation. The situation is somewhat more annoying for the micromorphic EM theory, for no direct approach is known so far that includes mechanical interactions. It is therefore along this blind alley that we try to construct a simple theory for the interactions of micromorphic electromagnetic fields with deformable bodies, by using a variational principle as starting point and invariance principles as the main tools.

In all rationality, the deformable body considered should be micromorphic of grade I in the mechanical sense ${ }^{8}$ too. This would, however, result in cumbersome algebra. Thus, for the sake of simplicity, we shall assume that the material in question has a very simple mechanical behavior, namely that it is hyperelastic, i.e., nonlinear elastic with constitutive equations derivable from a potential, the relativistic strain-energy function.

In this paper we deduce from the variational principle (i) the field equations of micromorphic EM theory of grade I, (ii) the equations of conservation of energymomentum and of moment of energy-momentum-this follows from the application of Noether's theorem-(iii) constitutive equations for all constitutive variables. At some point, we shall emphasize the analogies with the mechanical micromorphic theory.

## II. BACKGROUND

The background of the subsequent developments is the space-time continuum of Minkowski, $M^{4}$, equipped with the Lorentz metric of signature $(+,+,+,-)$. The Greek subscripts and superscripts assume the values $1,2,3$, 4. Small and capital Latin indices assume the values 1,2 , and 3. $x^{\alpha}$ and $X^{K}, K=1,2,3$, denote, respectively, a curvilinear system of coordinates in $M^{4}$ and the Lagrangian coordinates of the reference state in Euclidean space $E^{3}$. In an inertial frame, the square of the element of arc in $M^{4}$ is given by

$$
\begin{equation*}
d s^{2}=d z_{\alpha} d z^{\alpha}, \quad\left(z^{1}, z^{2}, z^{3}, z^{4}\right)=(x, y, z, i c t), \quad i \equiv(-1)^{1 / 2} \tag{2.1}
\end{equation*}
$$

where $z^{\alpha}$ are rectangular coordinates, $t$ is the time, and $c$ is the velocity of light in vacuum. Referred to curvilinear coordinates $x^{\alpha}$, we have

$$
\begin{equation*}
d s^{2}=g_{\alpha \beta} d x^{\alpha} d x^{\beta} \tag{2.2}
\end{equation*}
$$

where $g_{\alpha \beta}$ is the metric tensor which is normal hyperbolic.

Partial and covariant differentiation with respect to $x^{\alpha}$ are denoted, respectively, by commas and semicolons or symbols $\nabla_{\alpha}$. Indices are raised and lowered by the metric tensor $g_{\alpha \beta}$ and its reciprocal $g^{\alpha \beta}$. The summation convention is used throughout the paper. Parentheses around a set of indices denote symmetrization and brackets denote alternation. $\epsilon_{\alpha \beta \gamma 6}$ is the permutation symbol.

We refer the reader to Grot and Eringen, ${ }^{10}$ Kafadar and Eringen, ${ }^{12}$ and Maugin and Eringen ${ }^{13}$ for a complete description of kinematics of relativistic continua. The elements of kinematics sufficient for the present expose are the following ones: With $\tau$ the proper time of the particle ( $X^{K}$ ) initially at the coordinates $X^{K}$ in $E^{3}$, the motion of ( $X^{K}$ ) along its worldline ( $\mathscr{C}_{X} K$ ) in $M^{4}$ is entirely described by the set of relations of class $C^{2}$

$$
\begin{equation*}
x^{\alpha}=x^{\alpha}\left(X^{K}, \tau\right) \tag{2.3}
\end{equation*}
$$

Conversely, we have

$$
\begin{equation*}
X^{K}=X^{K}\left(x^{\alpha}\right), \quad \tau=\tau\left(x^{\alpha}\right) \tag{2.4}
\end{equation*}
$$

From (2.3) we compute

$$
\begin{equation*}
x^{\alpha}{ }_{, K}=\frac{\partial x^{\alpha}}{\partial X^{K}} ; \quad u^{\alpha}=\frac{\partial x^{\alpha}}{\partial \tau} \tag{2.5}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{\alpha \beta} u^{\alpha} u^{\beta}+c^{2}=0, \quad \frac{\partial}{\partial \tau} \equiv u^{\alpha} \nabla_{\alpha} \tag{2.6}
\end{equation*}
$$

and define the operator of projection $P_{\beta}^{\alpha}$, onto the hyper plane $M_{\perp}^{3}$ orthogonal to $\left(\mathscr{C}_{X^{K}}\right)$ at $x^{\alpha}$, by the relation

$$
\begin{equation*}
P_{B}^{\alpha}=\delta_{\beta}^{\alpha}+\left(1 / c^{2}\right) u^{\alpha} u_{B} \tag{2.7}
\end{equation*}
$$

with

$$
P_{\beta}^{\alpha} P_{r}^{\beta}=P_{r}^{\alpha}, \quad P_{\beta}^{\alpha} u^{\beta}=0
$$

Finally the direct and inverse deformation gradients of the motion are given by the definitions

$$
\begin{equation*}
x_{K}^{\alpha}=P_{\beta}^{\alpha} x^{\beta}{ }_{, K}, \quad X_{, \alpha}^{K}=\frac{\partial X^{K}}{\partial x^{\alpha}} \tag{2.8}
\end{equation*}
$$

A material body $(B) \subset E^{3}\left[\left(B_{R}\right)\right.$ in the reference configuration] of boundary $(\partial B)$ sweeps out the tube $(\mathscr{B}) \subset M^{4}$ as time goes on. $(\partial \mathscr{B}),(\mathscr{B})=(\mathscr{B})-(\partial \mathscr{B}),(\overline{\mathscr{B}}),\left(M^{4}-\overline{\mathscr{B}}\right)$ denote, respectively, the boundary of ( $\mathscr{B}$ ), the open set that corresponds to ( $\mathscr{B})$, the closure of $(\mathscr{B})$, and the complement of ( $\overline{\mathcal{B}}$ ) in $M^{4}$. A discontinuity three-dimensional hypersurface ( $\Gamma$ ) of unit oriented normal $n_{\alpha}$ may split $(\mathscr{B})$ into two parts. The familiar symbolism $[\cdots]$ denotes the jump across ( $\Gamma$ ) or, sometimes, across $(\partial \mathscr{B})$. The outward unit normal of ( $\partial \mathscr{B}$ ) is denoted by $N_{\alpha}$.

Here we briefly recall the salient results of Kafadar and Eringen. ${ }^{1}$ The field equations for the micromorphic EM theory of grade I read

$$
\begin{equation*}
G_{; \beta}^{\alpha \beta}=(1 / c) J^{\alpha} \text { in }(\mathscr{B}-\Gamma),\left[G^{\alpha \beta}\right] n_{\beta}=(1 / c) K^{\alpha} \quad \text { on }(\Gamma), \tag{2.9}
\end{equation*}
$$

$$
\begin{align*}
& G_{; \beta}^{\alpha \beta \lambda}+G^{\alpha \lambda}-\mathscr{S}^{\alpha \lambda}=(1 / c) J^{\alpha \lambda} \text { in }(\stackrel{\circ}{\mathscr{B}}-\Gamma) \\
& {\left[G^{\alpha \beta \lambda}\right] n_{B}=(1 / c) K^{\alpha \lambda} \text { on }(\Gamma)} \tag{2,10}
\end{align*}
$$

with the definitions

$$
\begin{aligned}
G^{\alpha \beta} & \equiv \text { electric displacement tensor, } \\
G^{\alpha \beta \lambda} \equiv & \text { first moment of the electric displacement } \\
& \text { tensor, } \\
J^{\alpha} & \equiv \text { volume current } 4 \text {-vector, } \\
J^{\alpha \lambda} & \equiv \text { first moment of the volume current, } \\
\mathscr{G}^{\alpha \lambda} & \equiv \text { average local electric displacement, } \\
K^{\alpha} & \equiv \text { surface current } 4 \text {-vector, } \\
K^{\alpha \lambda} & \equiv \text { first moment of the surface current. }
\end{aligned}
$$

The first set of Maxwell's equations (2.9) is thus supplemented by the new "moment" equations (2.10). If the symbol $\langle\cdots\rangle_{(n)}$ indicates the average over a manifold of dimension $n$, then the moments $G^{\alpha \beta \lambda}$ and $J^{\alpha \lambda}$ and the field $\mathscr{G}^{\alpha \lambda}$ are defined as ${ }^{1}$

$$
G^{\alpha \beta \lambda} \equiv\left\langle G^{\alpha \beta} \xi^{\lambda}\right\rangle_{(2)}, \quad J^{\alpha \lambda} \equiv\left\langle J^{\alpha} \xi^{\lambda}\right\rangle_{(3)}, \quad \mathscr{G}^{\alpha \lambda} \equiv\left\langle G^{\alpha \lambda}\right\rangle_{(3)}
$$

where $\xi^{\lambda}$ is the 4-vector that joins the "center" of the manifold element to any point of this manifold element.

The second set of micromorphic field equations is

$$
\begin{align*}
& \hat{F}_{; \beta}^{\alpha \beta}=0, \quad \hat{\mathcal{F}}_{; \beta}^{\alpha \beta}=0  \tag{2.11}\\
& \hat{F}_{; \beta}^{\alpha \beta \lambda}+\hat{F}^{\alpha \lambda}-\hat{\mathfrak{F}}^{\alpha \lambda}=0,
\end{align*}
$$

where we have used the definition

$$
\hat{\mathbf{F}}=\operatorname{dual}(\mathbf{F})
$$

Thus, in the index notation (2.11) is equivalent to

$$
\begin{aligned}
& \epsilon^{\alpha \beta \gamma 6} F_{\gamma \sigma ; \beta}=0, \quad \epsilon^{\alpha \beta \gamma \delta} \mathcal{F}_{\gamma \delta ; \beta}=0 \\
& \epsilon^{\alpha \beta \gamma \delta}\left(F_{\gamma \delta}-\mathcal{F}_{\gamma \delta}\right)+\epsilon^{\alpha \lambda \gamma 6} F_{\gamma \delta}^{\beta} ; \lambda=0
\end{aligned}
$$

in which
$F_{\alpha \beta} \equiv$ magnetic flux density tensor,
$\mathcal{F}_{\alpha \beta} \equiv$ average local magnetic flux density tensor, $F_{\mu \lambda}^{\beta} \equiv$ first moment of the magnetic flux density tensor,
with
$\mathcal{F}_{\alpha \beta} \equiv\left\langle F_{\alpha \beta}\right\rangle_{(3)}, \quad F_{\mu \lambda}{ }^{\beta}=\left\langle F_{\mu \lambda} \xi^{\beta}\right\rangle_{(2)}$.
Here again (2.11) 2,3 are the micromorphic supplements of the Maxwell's equations (2.11) .

Equations (2.9) ${ }_{1},(2.10)_{1}$, and (2.11) are supplemented by the conservation of charge laws

$$
\begin{equation*}
J_{; \alpha}^{\alpha}=0, J_{; \mu}^{\mu \lambda}+J^{\lambda}-\mathscr{I}^{\lambda}=0 \tag{2.12}
\end{equation*}
$$

One can show that the following equations hold:

$$
\begin{align*}
& \mathcal{G}^{[\mu \lambda]} ; \lambda=(1 / c)\left(J^{\mu}-J^{[\mu \lambda]} ; \lambda\right),  \tag{2.13}\\
& \mathscr{G}^{(\mu \lambda)}=-(1 / c) J^{(\mu \lambda)}, \quad \mathscr{F}_{; \mu}^{\mu \lambda}=(1 / c) \mathscr{F}^{\lambda},
\end{align*}
$$

of which the latter provides a definition for $\mathscr{I}^{\lambda}$.
The structure of Eqs. (2.11) shows that we can introduce three sets of potentials to satisfy these equations identically. This is achieved by setting ${ }^{14}$

$$
\begin{align*}
& F_{\mu \lambda}=2 \nabla_{[\mu} A_{\lambda]}, \quad \mathcal{F}_{\mu \lambda}=2 \nabla_{\{\mu थ \lambda]},  \tag{2.14}\\
& F_{\mu \lambda}^{B}=2 \nabla_{[\mu} A_{\lambda]}^{B}+2 \delta_{[\mu}^{\beta}\left(A_{\lambda]}-श_{\lambda \lambda}\right),
\end{align*}
$$

where $A_{\lambda}$ and $श_{\lambda}$ are two 4-potentials of which the former is the potential of classical EM theory, and $A_{\lambda}{ }^{\beta}$ is a second-order tensor potential. In a Euclidean frame of reference (inertial frame at which the 3 -velocity $v$ $=0$ ), these potentials assume the decompositions

$$
\begin{align*}
& A_{\mu}=\left(A_{k}, i \phi\right), \quad \mathfrak{U}_{\lambda}=\left(\mathfrak{I}_{k}, i \psi\right),  \tag{2,15}\\
& A_{\mu \lambda}=\left(\begin{array}{cc}
A_{k l} & i A_{k(4)} \\
i A_{(4) k} & -A
\end{array}\right) .
\end{align*}
$$

We note from the relations (2.14) that the potential introduced are not entirely independent. As a consequence, we certainly need not introduce all these potentials in a variational formulation; in fact, hereafter we shall use a set of potentials different from those introduced above and all independent.

## III. THE VARIATIONAL PRINCIPLE

## A. The Lagrangian density

With the open ( $\mathscr{B}$ ) of $M^{4}$ and ( $M^{4}-\overline{\mathscr{B}}$ ), we associate the following actions

$$
\begin{align*}
& A=-\int_{(\mathscr{B})} \rho \Psi d^{4} v+\int_{(\stackrel{B}{B})} \frac{1}{4} F_{\alpha \beta} F^{B \alpha} d^{4} v  \tag{3.1}\\
& \bar{A}=\int_{\left(M^{4}-\overline{\mathscr{B}}\right)} \frac{1}{4} F_{\alpha \beta} F^{\beta \alpha} d^{4} v
\end{align*}
$$

Thus, in general, the Lagrangian density is

$$
\begin{equation*}
\mathcal{L}=-\rho \Psi+\frac{1}{4} F_{\alpha \beta} F^{\beta \alpha}, \tag{3.2}
\end{equation*}
$$

where $\rho$ is the invariant relativistic density of matter, $\Psi$ is called the relativistic specific internal energy, and $\frac{1}{4} F_{\alpha B} F^{\beta \alpha}$ represents the density of the free magnetic field. In the absence of matter, $\Psi$ vanishes. Therefore
$\Psi$ represents the interactions of matter with matter and matter with electromagnetic fields. The crucial point here is the selection of the arguments on which $\Psi$ depends. By analogy with the mechanical micromorphic theory ${ }^{9}$ and the theory of couple-stresses, ${ }^{15}$ and following the guide provided by Mie's theory of electrodynamics ${ }^{16,17}$ (that we generalize in a certain sense), we postulate that $\Psi$ depends on the set of basic arguments constituted by the motion $x^{\alpha}$, the electromagnetic potential $A_{\alpha}$, and a supplementary set of four 4-potentials $A_{\alpha}^{(\beta)}$, $(\xi)=1,2,3,4$. Here, the number ( $\xi$ ) has no tensorial character. ${ }^{18}$ For a theory of hyperelastic media and for micromorphism of first order, $\Psi$ will also depend on an adequate set of arguments derived from the basic arguments, namely their first gradients. For instance, we may choose the following functional dependence:

$$
\begin{equation*}
\Psi=\Psi\left(x^{\alpha}, x^{\alpha}, K, A_{\alpha}, A_{\alpha ; \beta}, A_{\alpha}^{(\xi)}, A_{\alpha ; \beta}^{(\xi)}\right) . \tag{3.3}
\end{equation*}
$$

However, to restrict this form, we use three principles commonly accepted nowadays: (i) $\Psi$ must be Lorentz invariant; (ii) the quantities which describe the deformation field must reduce to their classical analogues in a rest frame; (iii) we require $\Psi$ to be gauge invariant, for we are dealing with electromagnetism. The last requirement overcomes the difficulty appearing in Mie's theory. ${ }^{17}$ The requirement (ii) indicates that we must consider $x^{\alpha}{ }_{K}$ instead of $\chi^{\alpha}{ }_{, K}$. The requirement (iii) which is satisfied if $\Psi$ is invariant under the following group of gauge transformations ( $\Phi$ : arbitrary scalar function),

$$
a_{\alpha} \rightarrow a_{\alpha}+\nabla_{\alpha} \Phi, \text { for every 4-potential } a_{\alpha}
$$

rules out the explicit dependence on $A_{\alpha}$ and $A_{\alpha}^{(1)}$. Furthermore $\Psi$ can depend on $A_{\alpha ; \beta}$ and $A_{\alpha ; \beta}^{(\beta)}$ only through the combinations $A_{[\alpha ; \beta]}$ and $A^{(\alpha)}{ }_{[\alpha ; \beta]}$. We shall set

$$
\begin{equation*}
F_{\alpha \beta} \equiv 2 \nabla_{\mathrm{I} \alpha} A_{\beta 1}, \quad \mathcal{F}_{\alpha \beta}^{(\delta)} \equiv 2 \nabla_{\mathrm{l} \alpha} A_{\beta 1}^{(\delta)} . \tag{3.4}
\end{equation*}
$$

It follows that the two following equations are identically satisfied:

$$
\begin{equation*}
\epsilon^{\alpha \beta \gamma \delta} F_{\gamma \sigma ; \beta}=0, \epsilon^{\alpha \beta \gamma \sigma} \mathcal{F}_{\gamma \delta ; \beta}^{(\xi)}=0 . \tag{3.5}
\end{equation*}
$$

With the requirement (i), the invariance of $\Psi$ under space-time translations rules out the explicit dependence on $x^{\alpha}$. Finally, as it has been shown that using $x^{\alpha}{ }_{K}$ or $X^{K}{ }_{, \alpha}$ was equivalent, ${ }^{10}$ we consider a relativistic internal energy of the form

$$
\begin{equation*}
\Psi=\Psi\left(X_{, \alpha}^{K}, F_{\alpha \beta}, \mathcal{F}_{\alpha \beta}^{(6)}\right) \tag{3.6}
\end{equation*}
$$

In absence of electromagnetic micromorphism, i.e., for $A_{\alpha}^{(\xi)}=0$, for every $(\xi)$, we recognize the function used by Grot ${ }^{11}$ and Maugin ${ }^{19}$ in special and general relativity.

It remains to study the invariance of (3.6) under the rotation members of the Lorentz group. An infinitesimal Lorentz transformation in $M^{4}$ is described by the mapping

$$
\begin{equation*}
x^{* \alpha}=\left(\delta_{\beta}^{\alpha}+\epsilon Q_{\beta}^{\alpha}\right) x^{\beta}+d^{\alpha}, \tag{3.7}
\end{equation*}
$$

where $\epsilon, d^{\alpha}$, and $Q^{\alpha \beta}$ are, respectively, an infinitesimally small constant, an infinitesimal constant 4 -vector, and a second-order skew-symmetric constant tensor.

For $d^{\alpha}=0$, we get from Eq. (3.7)

$$
\begin{equation*}
\delta^{\alpha}=\epsilon Q_{\beta}^{\alpha} x^{\beta}, \quad \delta M^{\alpha \beta}=2 \epsilon Q^{\mid \alpha} M^{|\gamma| \beta \mid}, \tag{3.8}
\end{equation*}
$$

where $\delta$ indicates the variation resulting from such a transformation. Here (3.8) ${ }_{2}$ gives the infinitesimal variation of a second order skew-symmetric tensor $M^{\alpha \beta}$ under infinitesimal 4-rotations in $M^{4}$. The invariance of $\Psi$ is thus written
$\Psi\left(X^{K}{ }_{, \alpha}, F_{\alpha \beta}, \mathcal{F}_{\alpha \beta}^{\left({ }_{\alpha}\right)}\right)=\hat{\Psi}\left(X^{K}{ }_{, \alpha}+\delta X^{K}{ }_{, \alpha}, F_{\alpha \beta}+\delta F_{\alpha \beta}, \mathcal{F}_{\alpha \beta}^{(f)}+\delta \mathcal{F}_{\alpha \beta}^{(\delta)}\right)$.

Using the relations (3.7) in the right-hand-side of Eq. (3.9) and noting that the left-hand side does not depend on $Q^{\alpha \beta}$, we have

$$
\frac{\partial \hat{\Psi}}{\partial Q^{\alpha \beta}}=0,
$$

i.e.,

## B. The variational principle

According to the general scheme for a variational principle in continuum physics ${ }^{20}$ and following the tradition established by Lagrange and Piola, we introduce indeterminate multipliers for each term that can arise in varying the basic arguments in $\Psi$ (i.e., $x^{\alpha}, A_{\alpha}, A_{\alpha}^{(\xi)}$ ) in ( $\mathscr{B})$, on ( $\partial \mathscr{B}$ ) and on ( $\Gamma$ ). We therefore express the proposed variational principle as

$$
\begin{equation*}
\delta A+\delta \bar{A}+\delta W=0, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{align*}
\delta W & =\int_{(\mathscr{\mathscr { O }}-\Gamma)} \rho f^{\alpha} \delta x_{\alpha} d^{4} v+\int_{(\alpha \mathscr{B}-\Gamma)} T^{\alpha} \delta x_{\alpha} d^{3} s+\int_{(\dot{B}-\Gamma)} \\
& \times(1 / c) J^{\alpha} \hat{\delta} A_{\alpha} d^{4} v \\
& -\int_{(\Gamma)}(1 / c) K^{\alpha} \hat{\delta} A_{\alpha} d^{3} s_{\Gamma}-\int_{(\Gamma)}(1 / c) \\
& \times\left(\sum_{(\zeta)} K^{(\epsilon) \alpha} \hat{\delta} A_{(\xi) \alpha}\right) d^{3} s_{\Gamma} \\
& +\int_{(\mathscr{B}-\Gamma)}\left(\sum_{(\xi)} \mathscr{J}^{(\varepsilon) \alpha} \hat{\delta} A_{(\xi) \alpha}\right) d^{4} v \tag{3.12}
\end{align*}
$$

Here we have considered a discontinuity hypersurface $(\Gamma)$ in $(\mathscr{B})$. The physical significance granted to the multipliers is the following:

$$
\begin{aligned}
& f^{\alpha} \equiv \text { applied specific body-force 4-vector, } \\
& T^{\alpha} \equiv \text { applied surface-traction 4-vector }, \\
& J^{\alpha} \equiv \text { volume 4-current, } \\
& K^{\alpha} \equiv \text { surface 4-current prescribed on }(\Gamma), \\
& \mathscr{F}(\zeta) \alpha \equiv \text { volume 4-microcurrent relative to the field } \\
& \mathcal{F}_{\alpha \beta}^{(\xi)} \\
& K^{(\zeta) \alpha} \equiv \text { surface 4-microcurrent relative to the field } \\
& \mathcal{F}_{\alpha \beta \beta}^{(\ell)} .
\end{aligned}
$$

$f^{\alpha}$ and $T^{\alpha}$ are not due to electromagnetic causes, e.g., $f^{\alpha}$ and $T^{\alpha}$ may stand for gravity and a mechanical stress vector due to pressure respectively. For the process to be nondissipative, $J^{\alpha}$ must be due to convection currents only. That is, in a rest frame, the Joule term J•E is zero (for example, this is the case when the conduction current is a homogeneous function of degree one in E). A similar condition must hold for $\mathscr{I}^{(6) \alpha}$; however, we must admit that the physical significance of such a requirement is not clear. The notation $\hat{\delta}$ used in Eq.
(3.12) is explained below.

## C. The variation

We assume that the variation (3.11) is to be carried out under the constraints (3.5) which can be written in integral form using the language of exterior calculus ${ }^{21}$ as

$$
\begin{align*}
& \int_{\left(\mathcal{S}^{2}\right)} F_{\alpha \beta} \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta}=\int_{\left(\partial \mathcal{S}^{2}\right)^{2}} A_{\alpha} \mathrm{d} x^{\alpha}, \\
& \int_{\left(\mathcal{S}^{2}\right)^{2}} \mathfrak{F}_{\alpha \beta}^{(\xi)} \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta}=\int_{\left(\partial \mathcal{S}^{2}\right)^{2}} A_{\alpha}^{(\xi)} \mathrm{d} x^{\alpha}, \tag{3.13}
\end{align*}
$$

for all $A^{(6)}$, ( $\xi$ ) fixed, where $\left(\mathcal{S}^{2}\right)$ is an arbitrary twodimensional hypersurface whose boundary is ( $\partial \mathcal{S}^{2}$ ). d indicates the one-form basis. Equations (3.13) express that $F_{\alpha \beta}$ and $\mathcal{F}_{\alpha \beta}^{(\xi)}$ are closed forms. Following Weiss ${ }^{22}$ and Grot, ${ }^{11}$ it is not difficult to show that Eqs. (3.13) yield the following variations of the fields:

$$
\begin{align*}
& \delta F_{\alpha \beta}=2\left(\hat{\delta} A_{[\beta}\right)_{; \alpha 1}-2 F_{\gamma[\beta}\left(\delta x^{\gamma}\right)_{; \alpha]}, \\
& \delta F_{\alpha \beta}^{(\ell)}=2\left(\hat{\delta} A_{[\beta}^{(\ell)}\right)_{; \alpha 1}-2 \mathscr{F}_{\gamma \beta}^{(\ell)}\left(\delta x^{\gamma}\right)_{; \alpha]}, \tag{3.14}
\end{align*}
$$

where the Weiss-gauge-invariant variation ${ }^{22} \hat{\delta} A_{\alpha}$ (similarly for $\hat{\delta} A_{\alpha}^{(t)}$ ) has been defined by

$$
\hat{\delta} A_{\alpha}=\delta A_{\alpha}-A_{\gamma ; \alpha} \delta x^{\gamma} .
$$

The variation (3.11) is thus carried out by varying $x^{\alpha}$ and $F_{\alpha \beta}$ and $\mathcal{F}_{\alpha \beta}^{(\varepsilon)}$, the latters being according to Eqs. (3.14). Finally, in order to preserve the identity of a material particle ( $X^{\kappa}$ ), the following obvious constraint is imposed:

$$
\delta X^{K}=0 \quad \text { in }(\mathscr{B})
$$

The fields $A_{\alpha}$ and $A_{\alpha}^{(8)}$ are assumed to be of class $C^{1}$ throughout ( $\mathscr{B}$ ). The following necessary intermediate variations have been computed elsewhere ${ }^{11,13}$ :

$$
\begin{align*}
& \delta X^{K}{ }_{, \alpha}=-X^{K}{ }_{\beta \beta}\left(\delta x^{\beta}\right)_{; \alpha}, \\
& \delta \rho=-\rho P_{\beta}^{\alpha}{ }_{\beta}\left(\delta x^{\beta}\right)_{; \alpha},  \tag{3.15}\\
& \delta\left(d^{4} v\right)=\delta_{\beta}^{\alpha}\left(\delta x^{\beta}\right)_{; \alpha} .
\end{align*}
$$

Furthermore, we define the following quantities:

$$
\begin{align*}
& t^{\beta \alpha} \equiv-\rho \frac{\partial \Psi}{\partial X^{K}{ }_{, \beta}} X^{K, \alpha},  \tag{3.16}\\
& T_{(\text {em }, \nu)}^{\alpha \beta} \equiv-F^{\alpha}{ }_{\nu} F^{\gamma \beta}+\frac{1}{4} F_{\mu \nu} F^{\nu \mu} g^{\alpha \beta}  \tag{3.17}\\
& {\left[=T^{\alpha \beta} \text { in }\left(M^{4}-\overline{\mathcal{B}^{\prime}}\right)\right],} \\
& G^{\alpha \beta} \equiv F^{\alpha \beta}+\rho \frac{\partial \Psi}{\partial F_{\alpha \beta}},  \tag{3.18}\\
& { }_{(\varepsilon)}^{(\xi)}{ }^{\alpha \beta} \equiv \rho \frac{\partial \Psi}{\partial \mathcal{F}_{\alpha \beta}^{(\zeta)}},  \tag{3.19}\\
& T^{\alpha \beta}=\left(1 / c^{2}\right) \rho \Psi u^{\alpha} u^{\beta}-t^{\beta \alpha}-F^{\alpha \gamma} G_{\gamma}{ }^{\beta}+\frac{1}{4} F_{\mu \nu} F^{\nu \mu} g^{\alpha \beta} \\
& -\sum_{(\zeta)} \mathcal{F}^{(\zeta) \alpha \gamma} \mathfrak{E}_{(\xi) \gamma}{ }^{\beta} . \tag{3.20}
\end{align*}
$$

They represent, respectively, the relativistic stress tensor, the electromagnetic stress-energy-momentum tensor in vacuum, the electric displacement tensor, the microelectric displacement tensor, and the total stress-energy-momentum tensor of the material
medium in ( $\mathscr{B}$ ).
By using (3.14)-(3.16), the variation $\delta \mathcal{A}+\delta \overline{\mathcal{A}}$ can be expressed as

$$
\begin{align*}
& \delta A+\delta \bar{A}=\int_{(\dot{B})}\left\{T ^ { \alpha \beta } \left\{\left(\delta x_{\alpha}\right)_{; \beta}+G^{\alpha \beta}\left(\hat{\delta} A_{\alpha}\right)_{; \beta}\right.\right. \\
& \left.+\sum_{(6)}{ }_{(\xi)}^{\alpha \beta}\left(\hat{\delta} A_{\alpha}^{(\xi)}\right)_{; 6}\right\} d^{4} v \\
& +\int_{\left(\mathbb{g}^{4}-, \hat{B}\right)}\left\{T_{(\mathrm{em}, v)}^{\alpha \beta}\left(\delta x_{\alpha}\right)_{; B}+F^{\alpha \beta}\left(\hat{\delta} A_{\alpha}\right)_{; \beta}\right\} d^{4} v . \tag{3.21}
\end{align*}
$$

Integrating (3.21) by parts and using the generalized Stokes' theorem ${ }^{23}$ [in order to take account of the presence of ( $\Gamma$ )], we obtain the following expression for the variational principle (3.11):

$$
\begin{align*}
& \int_{(\mathscr{\mathscr { O } - \Gamma})}\left\{\left(-T^{\alpha \beta}{ }_{; \beta}+\rho f^{\alpha}\right) \delta x_{\alpha}-\left(G^{\alpha \beta}{ }_{; \beta}-\frac{1}{c} J^{\alpha}\right) \hat{\delta} A_{\alpha}\right. \\
& -\overline{(\sigma)}\left(\mathcal{( s )}^{\alpha \beta}{ }_{; B}^{\alpha}-\frac{1}{c} \mathscr{F}_{(\xi)}^{\alpha}\right) \hat{\delta} A_{\alpha}^{(\xi)} d^{4} v \\
& +\int_{\left(d^{4}-\overline{\mathcal{F}}\right)}\left(-T_{(\text {em. }) ; \beta}^{\alpha \beta} \delta x_{\alpha}-F_{; \beta}^{\alpha \beta} \hat{\delta} A_{\alpha}\right) d^{4} v \\
& -\int_{(\partial \mathscr{W}-\mathrm{\Gamma})}\left\{\left(\left[T^{\alpha \beta}\right] N_{B}-T^{\alpha}\right) \delta x_{\alpha}+\left[G^{\alpha \beta}\right] N_{B} \hat{\delta} A_{\alpha}\right. \\
& \left.+\sum_{(\xi)} \Phi_{(\xi)}^{\alpha \beta} N_{B} \hat{\delta} A_{\alpha}^{(\varepsilon)}\right\} d^{3} S \\
& +\int_{(\Gamma)}\left\{\left[T^{\alpha \beta}\right] n_{\beta} \delta x_{\alpha}+\left(\left[G^{\alpha \beta}\right] n_{\beta}-\frac{1}{c} K^{\alpha}\right) \hat{\delta} A_{\alpha}\right. \\
& \left.+\sum_{(\xi)}\left(\left[⿷_{(\zeta)}^{\alpha \beta}\right] n_{\beta}-\frac{1}{c} K_{(\xi)}^{(\alpha)}\right) \hat{\delta} A^{(\xi)}\right\} d^{3} s_{\Gamma}=0 . \tag{3.22}
\end{align*}
$$

## D. Field equations

## 1. Electromagnetic field equations

We posit Eq. (3.22) to be valid for any variations $\hat{\delta} A_{\alpha}$ and $\hat{\delta} A_{\alpha}^{(\xi)}$ and for any region in ( $\%$ ) and any hypersurface $(2 F)$ and ( $\Gamma$ ). Thus we have

$$
\begin{align*}
& G_{; B}^{\alpha \beta}=(1 / c) J^{\alpha} \text { in }(\stackrel{\circ}{\mathscr{B}}-\Gamma), \\
& {\left[G^{\alpha \beta}\right] N_{B}=0 \text { on }(\partial \mathscr{B}-\Gamma),} \\
& F^{\alpha \beta}{ }_{i \beta}=0 \text { in }\left(M^{4}-\overline{\mathscr{B}}\right),  \tag{3.23}\\
& {\left[G^{\alpha \beta}\right]_{n_{\beta}}=(1 / c) K^{\alpha} \text { on }(\Gamma),}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{E}_{(\xi)}^{\alpha \beta} ; \beta=(1 / c) \mathscr{T}_{(\xi)}^{\alpha} \text { in }(\dot{\mathscr{B}}-\mathrm{T}), \\
& {\left[\mathbb{E}_{(\xi)}^{\alpha \beta}\right] N_{B}=0 \text { on }(\partial \mathscr{B}-\Gamma),}  \tag{3.24}\\
& {\left[\mathbb{G}_{(\xi)}^{\alpha \beta}\right] n \beta=(1 / c) K_{(\xi)}^{\alpha} \text { on }(\Gamma),}
\end{align*}
$$

for every $(\xi)=1,2,3,4$. Equations (3.23) are the usual Maxwell's equations in matter and vacuum. It remains to show that we can deduce from Eqs. (3.24) the "moment" equations which supplement Eqs. (3.23) in micromorphic EM theory. This is dealt with in Sec. 4.

## 2. Dynamical field equations

We now apply Noether's theorem for the group of
infinitesimal Lorentz transformations (3.7) by selecting the special variations

$$
\begin{equation*}
\delta x^{\alpha}=d^{\alpha} \text { and } \delta x^{\alpha}=\epsilon Q^{\alpha \beta} x_{\beta} \tag{3.25}
\end{equation*}
$$

For any region in ( $(B)$ and any hypersurface ( $2 \mathscr{B}$ ) and ( $\Gamma$ ), $(3.25)_{1}$ yields the field equations which express the conservation of momentum and energy

$$
\begin{align*}
& T_{; \beta}^{\alpha \beta}=\rho f^{\alpha} \text { in }(\dot{\mathscr{B}}-\Gamma), \\
& T_{(e m, v) ; \beta}^{\alpha \beta}=0 \text { in }\left(M^{4}-\overline{\mathscr{B}}\right), \\
& {\left[T^{\alpha \beta}\right] N_{B}=T^{\alpha} \text { on }(\partial \mathscr{B}-\Gamma),}  \tag{3.26}\\
& {\left[T^{\alpha \beta}\right] n_{B}=0 \text { on }(\Gamma) .}
\end{align*}
$$

Considering (3.25) for any skew-symmetric $Q^{\alpha \beta}$, constant throughout ( $(B)$, and taking account of (3.26) ${ }_{1}$, we obtain ${ }^{24}$

$$
\begin{equation*}
T^{[\alpha \beta]}=0 \text { in }(\dot{\mathscr{B}}) \tag{3.27}
\end{equation*}
$$

By construction, this is also true in $\left(M^{4}-\bar{B}\right)$, cf. Eq. (3.17). Upon using Eqs. (3.16) through (3.20), it is shown that Eq. (3.27) is nothing but Eq. ${ }^{25}(3,10)(\rho \neq 0)$.

We must adjoin Eq. (3.5) and appropriate equations for the conservation of charge. Equations, (3.26)(3.27) are supplemented with the well-known continuity equations

$$
\begin{align*}
& \left(\rho u^{\alpha}\right)_{; \alpha}=0 \text { in }(\check{\mathscr{O}}-\Gamma), \\
& {\left[\rho u^{\alpha}\right] n_{\alpha}=0 \text { on }(\Gamma) .} \tag{3.28}
\end{align*}
$$

We have thus obtained the full set of field equations that govern the behavior of nondissipative elastic materials which are micromorphic of grade I from the electromagnetic point of view.

## IV. THEORY OF ERINGEN AND KAFADAR

In this section we transform the sets of equations (3.24) and (3.5) in order to arrive at the formulation given by Eringen and Kafadar (Ref. 1, Sec. 5). For instance, consider Eq. (3.24), multiply each member by $A^{(6) \gamma}$ and sum over ( $\xi$ ). After integration by parts and addition of the vanishing quantity $G^{\alpha \gamma}-G^{\alpha \gamma}$ to the lefthand side, we obtain

$$
\begin{equation*}
G^{\alpha \beta \gamma}+G^{\alpha \gamma}-\mathscr{\S}^{\alpha \gamma}=(1 / c) J^{\alpha \gamma}, \tag{4.1}
\end{equation*}
$$

in which we have set

$$
\begin{align*}
& G^{\alpha \beta \gamma} \equiv \sum_{(\zeta)} \mathscr{C}_{(\zeta)}^{\alpha \beta} A^{(b \gamma \gamma}, \quad G^{\alpha \beta \gamma}=-G^{\beta \alpha \gamma},  \tag{4.2}\\
& J^{\alpha \gamma} \equiv \sum_{(\xi)} \mathscr{T}_{(\xi)}^{\alpha} A^{(\xi) \gamma}  \tag{4.3}\\
& \mathscr{G}^{\alpha \gamma} \equiv G^{\alpha \gamma}+\sum_{(\xi)} \mathbb{G}_{(\zeta)}^{\alpha \beta} A_{; \beta}^{(\xi) \gamma} \tag{4.4}
\end{align*}
$$

The skew-symmetric and symmetric parts of Eq. (4.1) are then written

$$
\begin{align*}
& G^{[\alpha[\beta \mid \gamma]}+G^{\alpha \gamma}-\mathscr{G}^{\{\alpha \gamma \mid}=(1 / c) J^{[\alpha \gamma]} \\
& \mathscr{G}^{(\alpha \gamma)}=-(1 / c) J^{(\alpha \gamma)} \tag{4.5}
\end{align*}
$$

Taking the divergence of Eq. (4.5) with respect to $x^{\gamma}$ yields on account of Eq. (3.23) ${ }_{1}$

$$
\begin{equation*}
\mathcal{s}_{; \gamma}^{(\alpha \gamma]}=1 / c\left(J^{\alpha}-J^{[\alpha \gamma]}\right), \tag{4.6}
\end{equation*}
$$

which is Eq. (2.13) ${ }_{1}$.

If we assume that each microcurrent 4-vector satisfies the usual law of conservation of charge,

$$
\begin{equation*}
\mathscr{T}^{(\xi), \alpha}: \alpha, \quad(\xi)=1,2,3,4 \tag{4.7}
\end{equation*}
$$

and multiply this equation by $A_{(6)}^{\gamma}$ and sum over ( $\xi$ ), we obtain

$$
\begin{equation*}
J_{i \alpha}^{\alpha \gamma}+J^{\gamma}-\mathscr{J}^{\gamma}=0, \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{g}^{\gamma} \equiv J^{\gamma}+\sum_{(\zeta)} \mathscr{F}^{(b) \alpha} A_{(\zeta) ; \alpha}^{\gamma} \tag{4.9}
\end{equation*}
$$

With Eqs. (4.1) and (4.8), this gives

$$
\begin{equation*}
\mathscr{G}_{; \gamma}^{\gamma \alpha}=-(1 / c) \mathscr{g}^{\alpha} . \tag{4.10}
\end{equation*}
$$

A transformation similar to that performed on Eq. (3.24) ${ }_{1}$ can be achieved for Eq. (3.5) ${ }_{2}$, leading to

$$
\begin{equation*}
\hat{F}_{; B}^{\alpha \beta \lambda}+\hat{F}^{\alpha \lambda}-\hat{\mathscr{F}}^{\alpha \lambda}=0 \tag{4.11}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& \hat{F}^{\alpha \beta \lambda} \equiv \sum_{(\xi} \hat{\mathscr{F}}_{(\xi)}^{\alpha \beta} A^{(\xi) \lambda}, \quad F_{\alpha \beta}^{\lambda}=-F_{\beta \alpha}^{\lambda}, \\
& \hat{\mathscr{F}}^{\alpha \lambda}=\hat{F}^{\alpha \lambda}+\sum_{(\xi)} \hat{\mathscr{F}}^{(\xi) \alpha \beta} A_{(\xi) ; \beta}^{\lambda} . \tag{4.12}
\end{align*}
$$

From (4.11) it follows that

$$
\begin{equation*}
\hat{\boldsymbol{G}}^{\lambda \alpha} ; \lambda=0 . \tag{4.13}
\end{equation*}
$$

Finally, since the $A_{(\xi)}^{\gamma}$ are assumed to be of class $C^{1}$ throughout ( $\mathscr{B}$ ), Eqs. (3.24) 2-3 can be written in the forms

$$
\begin{align*}
& {\left[G^{\alpha \beta \lambda}\right] N_{\beta}=0 \text { on }(\partial \mathscr{B}-\Gamma),} \\
& {\left[G^{\alpha \beta \lambda}\right] n_{B}=(1 / c) K^{\alpha \lambda} \text { on }(\Gamma),} \tag{4.14}
\end{align*}
$$

with the definition

$$
\begin{equation*}
K^{\alpha \lambda} \equiv \sum_{(\xi)} K_{(\xi)}^{\alpha} A^{(\xi) \lambda} \tag{4.15}
\end{equation*}
$$

All equations obtained in the present section are in agreement with those of Eringen and Kafadar. Moreover, constitutive equations have been given for all fields deduced from the variational formulation. We remark that, in absence of electromagnetic micromorphism, i.e., for $A_{\alpha}^{(\xi)} \equiv 0,(\xi)=1,2,3,4$, everywhere in $(\mathscr{F})$, the tensor fields $\mathscr{G}^{\alpha \beta}, \mathscr{J}^{\alpha}$, and $\mathscr{F}^{\alpha \beta}$ reduce to the classical Maxwellian fields $G^{\alpha \beta}, J^{\alpha}$, and $F^{\alpha \beta}$ while the "moment" fields $G^{\alpha \beta \lambda}, J^{\alpha \gamma}$, and $F^{\alpha \beta \lambda}$ vanish identically, thus yielding the theory given by Grot. ${ }^{11}$

## V. SPECIAL CASE

As pointed out in Footnote 18, we may consider that only one new 4-potential is needed to describe the micromorphism of the electromagnetic field. Let this be $a_{\alpha}$. And further we take it to be of constant unit amplitude, i.e., $g^{\alpha \beta} a_{\alpha} a_{\beta}=1$ throughout ( $(\mathbb{B})$. This means that we are interested only in the variations of direction of the 4 -vector $a_{\alpha}$. By analogy with the mechanical
theories of micropolar media where the tensor fields describing the micromotion are of constant magnitude, ${ }^{26}$ we can say that we are now dealing with the micropolar theory of electromagnetism. All sums disappear in the definitions of the "moment" fields and the total stress-energy-momentum tensor defined by (3.20) may be written as

$$
\begin{align*}
T^{\alpha \beta}= & \left(1 / c^{2}\right) \rho \Psi u^{\alpha} u^{\beta}-t^{\beta \alpha}-F^{\alpha \gamma} G_{\gamma}{ }^{\beta}-F_{\lambda}^{\alpha \gamma} G_{\gamma}{ }^{\beta \lambda} \\
& +\frac{1}{4} F_{u \nu} F^{\nu \mu} g^{\alpha \beta}, \tag{5.1}
\end{align*}
$$

thus yielding an explicit form of the momentum and energy densities of the micropolar electromagnetic fields.
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Lattice Green's function for the body-centered cubic lattice at arbitrary points outside and inside the band is evaluated by the method of analytic continuation using Mellin-Barnes type integral.

## 1. INTRODUCTION

Recently a method of the analytic continuation using Mellin-Barnes type integral was developed in the calculation of the lattice Green's functions. Body-centered cubic lattice ${ }^{1}$ and simple cubic lattice ${ }^{2}$ at the origin, square, and rectangular lattices, ${ }^{3}$ simple cubic lattice, and tetragonal lattice at arbitrary points, ${ }^{4}$ were studied and calculated by this method. Similar problems were studied also by the method of complete elliptic integrals. ${ }^{5-7}$

In this paper, the lattice Green's function of the bodycentered cubic lattice at arbitrary points
$I(a ; l, m, n)=\frac{1}{\pi^{3}} \iiint_{0}^{r} \frac{\cos l x \cos m y \cos n z d x d y d z}{a-i \epsilon-\cos x \cos y \cos z}$
is considered. Here $\mathbf{r} \equiv(l, m, n)$ and $\mathbf{k} \equiv(x, y, z)$ denote the lattice point, and momentum. $I(a ; l, m, n)$ do not vanish when $l, m, n$ are all even or all odd. The inside and the outside the band are specified by $|a|<1$ and $|a|$
$>1$, respectively. Earlier works on (1) were reviewed in Ref. 8. Recently Joyce discussed $I(a ; l, m, n)$ and expressed $I(a ; 0,2 m, 2 n)$ as a product of ${ }_{2} F_{1}$ functions and expressed $I(1 ; l, m, n)$ for $0 \leqslant l, m, n \leqslant 8$ in terms of the complete elliptic integrals.
In Secs. 2, 3, and 4 of the present paper, $I(a ; l, m, n)$ is calculated by the method of the Mellin-Barnes integral. The value inside the band is obtained by the analytic continuation from that outside the band. Results are expressed in terms of generalized hypergeometric functions.

## 2. OUTSIDE THE BAND

Now we express the integral (1) in terms of the generalized hypergeometric function ${ }_{\rho} F_{q}$. First consider the case $a>1$, and $l, m, n$ are all even. We assume $l, m, n$ $\geqslant 0$ without loss of generality and we put $l \rightarrow 2 l, m \rightarrow 2 m$, $n-2 n$. Expanding the integrand in powers of $1 / a$, the term-by-term integration gives

$$
\begin{align*}
& I(a ; 2 l, 2 m, 2 n) \\
& \quad=\frac{1}{\pi^{3} a} \sum_{p=0}^{\infty} \int_{0}^{r} \cos 2 l x \cos ^{p} x d x \int_{0}^{\pi} \cos 2 m y \cos ^{p} y d y \int_{0}^{r} \cos 2 n z \cos ^{p} z d z\left(\frac{1}{a}\right)^{p} \\
& \quad=\frac{\Gamma^{\beta}(2 M+1)}{\left(2^{2 M}\right)^{3} \Gamma(M+l+1) \Gamma(M-l+1) \Gamma(M+m+1) \Gamma(M-m+1) \Gamma(M+n+1) \Gamma(M-n+1)} \frac{1}{a^{2 M+1}}  \tag{2}\\
& \quad \times{ }_{7} F_{8}\left[\begin{array}{l}
M+1, M+1, M+1, M+\frac{1}{2}, M+\frac{1}{2}, M+\frac{1}{2}, 1 ; a^{-2} \\
M+l+1, M-l+1, M+m+1, M-m+1, M+n+1, M-n+1
\end{array}\right], \tag{3}
\end{align*}
$$

where $M=\max (l, m, n)$. Equation (3) which is reduced to ${ }_{8} F_{5}$ is a closed form outside the band.
For $l=m=n=0$, Eq. (3) is reduced to a known form $I(a ; 0,0,0)=a^{-1}{ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2} ; 1,1 ; a^{-2}\right)$.

For the case $l=0,{ }_{7} F_{8}$ in (3) reduced to ${ }_{4} F_{3}$. With use of a formula given in Eq. (3.1) in Ref. 3, ${ }_{4} F_{3}$ thus reduced is transformed into $F_{4}$ which can be factored as a product of ${ }_{2} F_{1}$. We assume $m \geqslant n$.
$I(a ; 0,2 m, 2 n)$

$$
\begin{aligned}
& =C a^{-2 m-1}{ }_{4} F_{3}\left[\begin{array}{l}
m+\frac{1}{2}, m+\frac{1}{2}, m+\frac{1}{2}, m+1 ; a^{-2} \\
2 m+1, m+n+1, m-n+1
\end{array}\right] \\
& =C a^{-2 m-1} F_{4}\left(m+\frac{1}{2}, m+\frac{1}{2} ; m+n+1,\right. \\
& \left.\quad m-n+1 ; 1 / 4 a^{2}, 1 / 4 a^{2}\right),
\end{aligned}
$$

$$
=C a^{-2 m-1}{ }_{2} F_{1}\left[\begin{array}{l}
m+\frac{1}{2}, m+\frac{1}{2} ; k^{2} \\
m+n+1
\end{array}{ }_{2} F_{1}\left[\begin{array}{l}
m+\frac{1}{2}, m+\frac{1}{2} ; k^{2} \\
m-n+1
\end{array}\right],\right.
$$

where

$$
C=\frac{[(2 m)!]^{2}}{2^{6 m}(m!)^{2}(m+n)!(m-n)!}
$$

$$
k^{2}=\frac{1}{2}-\frac{1}{2}\left(1-a^{-2}\right)^{1 / 2} .
$$

Equation ( $3^{\prime}$ ) agrees with the result by Joyce. ${ }^{7}$
For the case where $l, m, n$ are all odd, we have in a similar way,
$I(a ; 2 l+1,2 m+1,2 n+1)=\frac{\Gamma^{3}(2 M+2)}{\left(2^{2 M+1}\right)^{3} \Gamma(M+l+2) \Gamma(M-l+1) \Gamma(M+m+2) \Gamma(M-m+1) \Gamma(M+n+2) \Gamma(M-n+1) a^{2 M+2}}$

$$
\times{ }_{7} F_{8}\left[\begin{array}{l}
M+1, M+1, M+1, M+\frac{3}{2}, M+\frac{3}{2}, M+\frac{3}{2}, 1 ; a^{-2}  \tag{4}\\
M+l+2, M-l+1, M+m+2, M-m+1, M+n+2, M-n+1
\end{array}\right],
$$

where $M=\max (l, m, n)$.

## 3. INSIDE THE BAND

Mellin-Barnes integral representation of (3) is given by
$I=\frac{\pi^{-3 / 2}}{a^{2 X+1}} \cdot \frac{1}{2 \pi i}$

$$
\begin{align*}
& \times \int_{-0-i \infty}^{-\theta+1 \infty} \frac{\Gamma^{3}\left(t+M+\frac{1}{2}\right) \Gamma^{3}(t+M+1)}{\Gamma(t+M+l+1) \Gamma(t+M-l+1) \Gamma(t+M+m+1)} \\
& \times \frac{\Gamma(t+1) \Gamma(-t)\left(-1 / a^{2}\right)^{t}}{\Gamma(t+M-m+1) \Gamma(t+M+n+1) \Gamma(t+M-n+1)} d t, \tag{5}
\end{align*}
$$

where $\delta$ is a positive infinitesimal and $\left|\arg \left(-1 / a^{2}\right)\right|<\pi$. In considering the case inside the band, $a$ is understood to be $a=|a| e^{-i \epsilon}$, hence $-1 / a^{2}=\left(1 /\left|a^{2}\right|\right) \exp (-i \pi)$.

The path in Eq. (4) is shifted to the left, i.e., put $s=t+M+1$, then we have
$I=-\pi^{-3 / 2} a \frac{1}{2 \pi i} \int_{1-\delta-i \infty}^{1-6+i \infty}$

$$
\begin{equation*}
\frac{\Gamma^{3}\left(s-\frac{1}{2}\right) \Gamma^{3}(s) \Gamma(1-s) \Gamma(s)\left(-1 / a^{2}\right)^{s}}{\Gamma(s+l) \Gamma(s-l) \Gamma(s+m) \Gamma(s-m) \Gamma(s+n) \Gamma(s-n)} d s . \tag{6}
\end{equation*}
$$

The poles of $\Gamma^{9}\left(s-\frac{1}{2}\right)$ are triple poles at $s=\frac{1}{2}-q, q$ $=0,1,2, \cdots$. The quadruple poles of $\Gamma^{4}(s)$ at $s=-q$, $q=0,1,2, \ldots$, are partly canceled by the poles of the
denominator, and the resulting poles in the integrand are
(1) $s=-q, \quad q=0,1, \cdots, \min (l, m, n)-1, \quad$ simple pole,
(2) $s=\frac{1}{2}-q, \quad q=0,1,2, \cdots$, triple pole.

These poles are shown in Fig. 1. The contribution of these poles is denoted by $I_{t}(a ; 2 l, 2 m, 2 n)(i=1,2$,$) .$

The calculation of the residues of the simple poles is straightforward and the result is
$I_{1}(a ; 2 l, 2 m, 2 n)=(-)^{l+m+n} 8 l m n a$

$$
\times_{6} F_{5}\left[\begin{array}{ll}
1+l, & 1-l, 1+m, 1-m, 1+n, 1-n ; a^{2}  \tag{7}\\
1,1, \frac{3}{2}, \frac{3}{2}, \frac{3}{2}
\end{array}\right] .
$$

## 4. INSIDE THE BAND-CONTINUED

In this section we consider the contribution of the triple poles, i.e., $I_{2}(a ; 2 l, 2 m, 2 n)$. The residue of the integrand (6) at $s=\frac{1}{2}-q$ is given by
$-\pi^{-3 / 2} a \frac{1}{2!} \frac{d^{2}}{d s^{2}}\left[\left(s-\frac{1}{2}+q\right)^{3}\right.$
$\left.\times \frac{\Gamma^{s}\left(s-\frac{1}{2}\right) \Gamma^{s}(s)(\pi / \sin s \pi)\left(-1 / a^{2}\right)^{s}}{\Gamma(s+l) \Gamma(s-l) \Gamma(s+m) \Gamma(s-m) \Gamma(s+n) \Gamma(s-n)}\right]_{s=1 / 2-q}$,

$$
\begin{equation*}
=-\pi^{-3 / 2} a \frac{(-1)^{q}}{2 \pi^{2}} \frac{d^{2}}{d s^{2}}\left[h\left(\left(s-\frac{1}{2}+q\right) \pi\right) g(s)\right]_{s=1 / 2-q} \tag{8}
\end{equation*}
$$

where

FIG. 1. The poles of the integrand of Eq. (6). Abscissa denotes Re s. O pole of each factor in the denominator. $\times$ pole of each factor in the nominator. The last two lines below the horizontal line indicate resulting poles in the integrand.

$$
\begin{equation*}
g(s)=\frac{\Gamma(1-l-s) \Gamma(1+l-s) \Gamma(1-m-s) \Gamma(1+m-s) \Gamma(1-n-s) \Gamma(1+n-s) \sin ^{2} s \pi\left(-1 / a^{2}\right)^{s}}{\Gamma^{3}\left(\frac{3}{2}-s\right) \Gamma^{3}(1-s)} \tag{10}
\end{equation*}
$$

$$
h(s)=(\pi s / \sin \pi s)^{3}
$$

## Taking

$$
\begin{aligned}
& \lim _{s \rightarrow 0} h(s)=1 \\
& \lim _{s \rightarrow 0} \frac{d h(s)}{d s}=0 \\
& \lim _{s \rightarrow 0} \frac{d^{2} h(s)}{d s}=\pi^{2}
\end{aligned}
$$

into account, we have
rhs of $(9)=-\pi^{-3 / 2} a\left[(-1)^{q} / 2 \pi^{2}\right]\left[\pi^{2} g(s)+g^{\prime \prime}(s)\right]_{s=1 / 2-q}$
where

$$
\begin{align*}
& g^{\prime}(s)= g(s)[-\psi(1-l-s)-\psi(1+l-s)-\psi(1-m-s)  \tag{11}\\
&-\psi(1+m-s)-\psi(1-n-s) \\
&-\psi(1+n-s)+2 \pi \cot s \pi+\log \left(-1 / a^{2}\right)+3 \psi\left(\frac{3}{2}-s\right) \\
&+3 \psi(1-s)] \tag{12}
\end{align*}
$$

$$
\begin{align*}
g^{\prime \prime}(s)= & g(s)\{[-\psi(1-l-s)-\psi(1+l-s)-\psi(1-m-s) \\
& -\psi(1+m-s)-\psi(1-n-s)-\psi(1+n-s) \\
& \left.+2 \pi \cot s \pi+\log \left(-1 / a^{2}\right)+3 \psi\left(\frac{3}{2}-s\right)+3 \psi(1-s)\right]^{2} \\
& +\left[\psi^{\prime}(1-l-s)+\psi^{\prime}(1+l-s)+\psi^{\prime}(1-m-s)\right. \\
& +\psi^{\prime}(1+m-s)+\psi^{\prime}(1-n-s)+\psi^{\prime}(1+n-s) \\
& \left.\left.-2 \pi^{2} \csc ^{2} s \pi-3 \psi^{\prime}\left(\frac{3}{2}-s\right)-3 \psi^{\prime}(1-s)\right]\right\} . \tag{13}
\end{align*}
$$

Here we define three functions $\tilde{F}_{q},{ }_{p} G_{q}$, and ${ }_{p} H_{q}$ as

$$
\begin{align*}
&{ }_{6} \tilde{F}_{5}\left[\begin{array}{l}
a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{3} ; z \\
b_{1}, b_{2}, b_{3}, b_{4}, b_{5}
\end{array}\right] \\
&=\frac{1}{\pi} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}\left(a_{3}\right)_{k}\left(a_{4}\right)_{k}\left(a_{5}\right)_{k}\left(a_{6}\right)_{k}}{k!\left(b_{1}\right)_{k}\left(b_{2}\right)_{k}\left(b_{3}\right)_{k}\left(b_{4}\right)_{k}\left(b_{5}\right)_{k}} \\
& \times z^{k}\left[\psi(1+k)+\psi\left(b_{1}+k\right)+\cdots\right. \\
&+\psi\left(b_{5}+k\right)-\psi\left(a_{1}+k\right) \\
&\left.-\psi\left(a_{2}+k\right)-\cdots-\psi\left(a_{6}+k\right)-\log z\right] \tag{14}
\end{align*}
$$

$$
\begin{align*}
{ }_{6} G_{5} & {\left[\begin{array}{l}
a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6} ; z \\
b_{1}, b_{2}, b_{3}, b_{4}, b_{5}
\end{array}\right] } \\
= & \frac{1}{2 \pi^{2}} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}\left(a_{3}\right)_{k}\left(a_{4}\right)_{k}\left(a_{5}\right)_{k}\left(a_{6}\right)_{k}}{k!\left(b_{1}\right)_{k}\left(b_{2}\right)_{k}\left(b_{3}\right)_{k}\left(b_{4}\right)_{k}\left(b_{5}\right)_{k}} z^{k}[\psi(1+k) \\
& +\psi\left(b_{1}+k\right)+\cdots+\psi\left(b_{5}+k\right)-\psi\left(a_{1}+k\right)-\psi\left(a_{2}+k\right) \\
& \left.-\cdots-\psi\left(a_{6}+k\right)-\log z\right]^{2}
\end{align*}
$$

${ }_{6} H_{5}\left[\begin{array}{l}a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{8} ; z \\ b_{1}, b_{2}, b_{3}, b_{4}, b_{5}\end{array}\right]$

$$
=\frac{1}{2 \pi^{2}} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}\left(a_{3}\right)_{k}\left(a_{4}\right)_{k}\left(a_{5}\right)_{k}\left(a_{8}\right)_{k}}{k!\left(b_{1}\right)_{k}\left(b_{2}\right)_{k}\left(b_{3}\right)_{k}\left(b_{4}\right)_{k}\left(b_{5}\right)_{k}} z^{\prime}\left[\psi^{\prime}(1+k)\right.
$$

$$
\begin{align*}
& +\psi^{\prime}\left(b_{1}+k\right)+\cdots+\psi^{\prime}\left(b_{5}+k\right)-\psi^{\prime}\left(a_{1}+k\right)-\psi^{\prime}\left(a_{2}+k\right) \\
& \left.-\cdots-\psi^{\prime}\left(a_{8}+k\right)\right] . \tag{16}
\end{align*}
$$

Then the contribution of residues of triple poles is given by
$I_{2}(a ; 2 l, 2 m, 2 n)=(-)^{l+m+n}\left[{ }_{6} \tilde{F}_{5}+i\left({ }_{6} G_{5}-{ }_{6} H_{5}-{ }_{6} F_{5}\right)\right]$

$$
\times\left[\begin{array}{l}
\frac{1}{2}-l, \frac{1}{2}+l, \frac{1}{2}-m, \frac{1}{2}+m, \frac{1}{2}-n, \frac{1}{2}+n ; a^{2}  \tag{17}\\
1,1, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}
\end{array}\right]
$$

where the arguments

$$
\left[\begin{array}{lll}
,, & , a^{2} \\
,,, &
\end{array}\right]
$$

of ${ }_{8} \tilde{F}_{5},{ }_{8} G_{5},{ }_{6} H_{5}$, and ${ }_{8} F_{5}$ are all same.
The final result is given by
$I(a ; 2 l, 2 m, 2 n)=(-1)^{l+m+n} 8 l m n a_{5} F_{5}$

$$
\begin{align*}
& \times\left[\begin{array}{l}
1+l, 1-l, 1+m, 1-m, 1+n, 1-n ; a^{2} \\
1,1, \frac{3}{2}, \frac{3}{2}, \frac{3}{2}
\end{array}\right] \\
& \left.+(-1)^{l+m+m}{ }_{8} \tilde{F}_{5}+i\left({ }_{8} G_{5}-{ }_{6} H_{5}-{ }_{6} F_{5}\right)\right] \\
& \times\left[\begin{array}{l}
\left.\frac{1}{2}-l, \frac{1}{2}+l, \frac{1}{2}-m, \frac{1}{2}+m, \frac{1}{2}-n, \frac{1}{2}+n ; a^{2}\right] . \\
1,1, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}
\end{array}\right] . \tag{18}
\end{align*}
$$

In a similar way we have for the case where $l, m, n$ are odd

$$
\begin{align*}
& I(a ; 2 l+1,2 m+1,2 n+1) \\
& \quad=-(-1)^{l+m+{ }_{6}} F_{5}\left[\begin{array}{l}
1+l,-l, 1+m,-m, 1+n,-n ; a^{2} \\
1,1, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}
\end{array}\right] \\
& \left.\quad+(-)^{l+m+n}(2 l+1)(2 m+1)(2 n+1) a\left[{ }_{6} \tilde{F}_{5}+i{ }_{6} G_{5}-{ }_{6} H_{5}-{ }_{6} F_{5}\right)\right] \\
& \quad \times\left[\begin{array}{l}
\left.\frac{1}{2}-l, \frac{3}{2}+l, \frac{1}{2}-m, \frac{3}{2}+m, \frac{1}{2}-n, \frac{3}{2}+n ; a^{2}\right] \\
1,1, \frac{3}{2}, \frac{3}{2}, \frac{3}{2}
\end{array}\right. \tag{19}
\end{align*}
$$

We obtain the leading term for $a \rightarrow 0$ from the term of $k=0$. For the even case we have
$I(a ; 2 l, 2 m, 2 n)$

$$
\begin{align*}
= & (-1)^{l+m+n}\left[8 \operatorname{lm} n a+(1 / \pi)\left(-6 \gamma-6 \log 2-\psi\left(\frac{1}{2}-l\right)\right.\right. \\
& -\psi\left(\frac{1}{2}+l\right)-\psi\left(\frac{1}{2}-m\right)-\psi\left(\frac{1}{2}+m\right)-\psi\left(\frac{1}{2}-n\right)-\psi\left(\frac{1}{2}+n\right) \\
& \left.-\log a^{2}\right) \\
& +i\left\{-\frac{1}{2}+\left(1 / 2 \pi^{2}\right)\left(-6 \gamma-6 \log 2-\psi\left(\frac{1}{2}-l\right)-\psi\left(\frac{1}{2}+l\right)\right.\right. \\
& -\psi\left(\frac{1}{2}-m\right)-\psi\left(\frac{1}{2}+m\right)-\psi\left(\frac{1}{2}-n\right)-\psi\left(\frac{1}{2}+n\right) \\
& \left.\left.\left.-\log a^{2}\right)^{2}\right\}\right]+O\left(a^{2}\right) \tag{20}
\end{align*}
$$

where the term $O\left(a^{2}\right)$ contains those of $a^{2}(\log a)^{2}$ and $a^{2}(\log a)$. Thus the nature at $a \sim 0$ is of the logarithmic divergence for the even case. For the odd case,
$I(a ; 2 l+1,2 m+1,2 n+1)$

$$
=(-1)^{\ell+m+n}[-1+(2 l+1)(2 m+1)(2 n+1)(a / \pi)(3 \psi(1)
$$



FIG. 2. Values of $I(a ; l, m, n)$. R: Real part. I: Imaginary part. The abscissa denotes $a$.

$$
\begin{align*}
& +3 \psi\left(\frac{3}{2}\right)-\psi\left(\frac{1}{2}-l\right)-\psi\left(\frac{3}{2}+l\right)-\psi\left(\frac{1}{2}-m\right)-\psi\left(\frac{3}{2}+m\right) \\
& \left.-\psi\left(\frac{1}{2}-n\right)-\psi\left(\frac{3}{2}+n\right)-\log a^{2}\right)+\left(i a / 2 \pi^{2}\right)(3 \psi(1) \\
& \quad+3 \psi\left(\frac{3}{2}\right)-\psi\left(\frac{1}{2}-l\right)-\psi\left(\frac{3}{2}+l\right)-\psi\left(\frac{1}{2}-m\right)-\psi\left(\frac{3}{2}+m\right) \\
& \left.-\psi\left(\frac{1}{2}-n\right)-\psi\left(\frac{3}{2}+n\right)-\log a^{2}\right)^{2}-\left(3 \psi^{\prime}(1)+3 \psi^{\prime}\left(\frac{3}{2}\right)\right. \\
& -\psi^{\prime}\left(\frac{1}{2}-l\right)-\psi^{\prime}\left(\frac{3}{2}+l\right)-\psi^{\prime}\left(\frac{1}{2}-m\right)-\psi^{\prime}\left(\frac{3}{2}+m\right) \\
& \left.\left.\left.-\psi^{\prime}\left(\frac{1}{2}-n\right)-\psi^{\prime}\left(\frac{3}{2}+n\right)\right)-2 \pi^{2}\right\}\right]+O\left(a^{2}\right), \tag{21}
\end{align*}
$$

then, we see

$$
\begin{aligned}
& \operatorname{ReI}(0 ; 2 l+1,2 m+1,2 n+1)=(-1)^{l+m+n+1} \\
& \operatorname{Im} I(0 ; 2 l+1,2 m+1,2 n+1)=0
\end{aligned}
$$

An expansion of $I(a ; l, m, n)$ near $a=1$ can be obtained in a similar way as in the case of square lattice. ${ }^{3}$ The values $I(1 ; l, m, n)$ for $0 \leqslant l, m, n \leqslant 8$ have been expressed by combinations of elliptic integrals by Joyce. ${ }^{6}$ The leading singularity at $a \sim 1$ have been given by Morita and Horiguchi. ${ }^{9}$

Equations (3), (4), (18) (19) supply simple, general, and rapid subroutines for the calculation of the lattice Green's functions of the body-centered lattice at arbitrary points inside and outside the band.

Figure 2 shows some of $\operatorname{ReI}(a ; l, m, n)$ and $\operatorname{Im} I(a ; l, m, n)$ calculated. Parts near $a \sim 0$, which show very sharp changes, are omitted. In some subfigures, they have another maximum or minimum and tend to $\pm$ infinity with opposite directions. Tables and figures of $I(a ; l, m, n)$ for $0 \leqslant l, m, n \leqslant 5$ giving $10 D$ values will be supplied on request.

## 5. CONCLUSION

In this paper lattice Green's functions for the bodycentered cubic lattice at arbitrary points were calculated. The value for the outside of the band is continued analytically and gives that for the inside of the band. The method of Mellin-Barnes integrals is adopted. It gives general expressions and subroutines for arbitrary $l, m$, and $n$, and does not require repetitious use of recurrence relations of $I(a ; l, m, n)$.
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# Multigroup replication property for external, spherically symmetric problems of transport theory 

R. Żelazny and T. Duracz<br>Institute of Nuclear Research, Świerk by Otwock, Poland<br>(Received 5 February 1973)

The replication property for multigroup spherically symmetric external problems in the transport theory is derived and applied to reduce the system of multigroup integral transport equations to a system of planelike singular integral equations, which can be solved by means of well-known methods.

## 1. INTRODUCTION

In this paper we propose a method of derivation of planelike singular integral equations for spherically symmetric, external problems in transport theory. By external problems we understand problems in which the concentric internal sphere is filled by a black (completely absorbing) material. The outer shell extends from the radius of the black sphere $R$ to the outer radius $R_{1}$. For the simplicity we consider that the scattering of particles is isotropic, the medium of the outer shell is homogeneous and there are no sources of particles in it. Presented results can be applied as well in the neutron transport theory as in the astrophysical problems, wherever linear transport is applicable. The proposed method is an extension of the known and already applied method of replication property for the integral transport equation to new and up to now not explored situations. The replication property has been introduced for internal spherical and cylindrical problems. ${ }^{1,2}$ This method, as concerns final results, is equivalent with the method of integral transforms, used originally only for internal problems. ${ }^{3}$ Recently after deriving our results we have found that the integral transform method has also been used for particular external problems ${ }^{4}$ ( $R_{1}=\infty$, monoenergetic case).

Some analogies to our ideas presented here one may find also in the paper of Sahni. ${ }^{5}$ However the explicite formulation of the idea of "replication property" for spherically symmetric external problems seems to be presented for the first time in this paper and, moreover, from the very beginning for the multigroup case.

## 2. THE REPLICATION PROPERTY

The $N$-group integral transport equation in the case of isotropic scattering and a homogeneous medium, extended from the radius of the internal black sphere $R$ to the outer radius $R_{1}$, has the form

$$
\begin{align*}
n_{i}(r)= & \sum_{j=1}^{N} C_{i j} \int_{R}^{R_{1}} d r^{\prime} n_{j}\left(r^{\prime}\right) \int_{0}^{1} \frac{d \nu}{\nu}\left(\exp \left(-\frac{\sigma_{i}}{\nu}\left|r-r^{\prime}\right|\right)\right. \\
& \left.-\exp \left\{-\frac{\sigma_{i}}{\nu}\left[\left(r^{2}-R^{2}\right)^{1 / 2}+\left(r^{2}-R^{2}\right)^{1 / 2}\right]\right\}\right), \\
& i=1, \ldots, N, \tag{1}
\end{align*}
$$

where $n_{i}(r) / r$ is the density and $\sigma_{i}$ is the total cross section for the $i$ th group, and $C_{i j}$ describes the transfer from the $j$ th group to the $i$ th one. The groups are numbered as follows (assuming $1 / \sigma_{N}$ as a unit length): $\sigma_{1}$ $>\sigma_{2}>\ldots>\sigma_{N}=1$. Inserting into the rhs of Eq. (1)

$$
\begin{equation*}
n_{j}(r)=\eta_{j} e^{r / \mu} \tag{2}
\end{equation*}
$$

we obtain

$$
\text { rhs }=[(a)+(b)-(c)] \sum_{j=1}^{N} c_{i j} \eta_{j},
$$

where

$$
\begin{aligned}
(a)= & \int_{R}^{r} d r^{\prime} e^{r^{\prime} / \mu} \int_{0}^{1} \frac{d \nu}{\nu} e^{\left(\sigma_{i} / \nu\right) /\left(r^{\prime}-r\right)}, \\
(b)= & \int_{r}^{R_{1}} d r^{\prime} e^{r^{\prime} / \mu} \int_{0}^{1} \frac{d \nu}{\nu} e^{\left(\sigma_{i} / \nu\right) /\left(r-r^{\prime}\right)}, \\
(c)= & \int_{R}^{R_{1}} d r^{\prime} e^{r^{\prime} / \mu} \int_{0}^{1}(d \nu / \nu) \exp \left\{-\left(\sigma_{i} / \nu\right)\left[\left(r^{2}-R^{2}\right)^{1 / 2}\right.\right. \\
& \left.\left.+\left(r^{\prime 2}-R^{2}\right)^{1 / 2}\right]\right\}
\end{aligned}
$$

Integrating over $r^{\prime}$ in (a) and (b), we find

$$
\begin{aligned}
(a)= & e^{r / \mu} \int_{0}^{1} \frac{d \nu}{\nu}\left(\frac{\sigma_{i}}{\nu}+\frac{1}{\mu}\right)^{-1} \\
& -\int_{0}^{1} d \nu \exp \left[-\left(\sigma_{i} / \nu\right) r\right] \frac{1}{\nu}\left(\frac{\sigma_{i}}{\nu}+\frac{1}{\mu}\right)^{-1} \exp \left[R\left(\frac{\sigma_{i}}{\nu}+\frac{1}{\mu}\right)\right], \\
(b)= & \int_{0}^{1} d \nu e^{\left(\sigma_{i} / \nu\right) \times \frac{1}{\nu}\left(\frac{1}{\mu}-\frac{\sigma_{i}}{\nu}\right)^{-1} \exp \left[R_{1}\left(\frac{1}{\mu}-\frac{\sigma_{i}}{\nu}\right)\right]} \\
& -e^{r / \mu} \int_{0}^{1} \frac{d \nu}{\nu}\left(\frac{1}{\mu}-\frac{\sigma_{i}}{\nu}\right)^{-1} .
\end{aligned}
$$

For $-1 / \sigma_{i} \leqslant \mu \leqslant 0$ in (a) and $0 \leqslant \mu \leqslant 1 / \sigma_{i}$ in (b) the integrals are singular; they will be understood in the principal value sense.

$$
\begin{aligned}
& \text { Since [Ref. 6, Sec. 4, 17, Eq. (8)] } \\
& \begin{aligned}
& \exp \left[-\left(\sigma_{i} / \nu\right)\left(r^{2}-R^{2}\right)^{1 / 2}\right]=\exp \left[-\left(\sigma_{i} / \nu\right) r\right]+\sigma_{i} R \int_{0}^{\nu} \frac{d \epsilon}{\epsilon} \\
& \times \frac{r_{1}\left[\left(R \sigma_{i} / \nu \epsilon\right)\left(\nu^{2}-\epsilon^{2}\right)^{1 / 2}\right]}{\left(\nu^{2}-\epsilon^{2}\right)^{1 / 2}} e^{-\left(\sigma_{i} / \epsilon\right) r}
\end{aligned}
\end{aligned}
$$

( $I_{1}$ is the modified Bessel function of the first kind), we have

$$
(c)=(d)+(e),
$$

where

$$
\begin{aligned}
(d)= & \int_{0}^{1} d \nu \exp \left[-\left(\sigma_{i} / \nu\right) r\right] \frac{1}{\nu} \int_{R}^{R_{1}} d r^{\prime} \exp \left[\left(r^{\prime} / \mu\right)\right. \\
& \left.-\left(\sigma_{i} / \nu\right)\left(r^{\prime 2}-R^{2}\right)^{1 / 2}\right], \\
(e)= & \sigma_{i} R \int_{0}^{1} \frac{d \nu}{\nu} \int_{R}^{R_{1}} d r^{\prime} \exp \left[\left(r^{\prime} / \mu\right)-\left(\sigma_{i} / \nu\right)\left(r^{\prime 2}-R^{2}\right)^{1 / 2}\right] \\
& \times \int_{0}^{\nu} \frac{d \epsilon}{\epsilon} \frac{I_{1}\left[\left(R \sigma_{i} / \nu \epsilon\right)\left(\nu^{2}-\epsilon^{2}\right)^{1 / 2}\right]}{\left(\nu^{2}-\epsilon^{2}\right)^{1 / 2}} \\
& \times \exp \left[-\left(\sigma_{i} / \epsilon\right) r\right] .
\end{aligned}
$$

Interchanging the order of integration in (e) we obtain

$$
\begin{aligned}
(e)= & \int_{0}^{1} d \epsilon \exp \left[-\left(\sigma_{i} / \epsilon\right) r\right] \frac{\sigma_{i} R}{\epsilon} \int_{\epsilon}^{1} \frac{d \nu}{\nu} \frac{r_{1}\left[\left(R \sigma_{i} / \nu \epsilon\right)\left(\nu^{2}-\epsilon^{2}\right)^{1 / 2}\right]}{\left(\nu^{2}-\epsilon^{2}\right)^{1 / 2}} \\
& \times \int_{R}^{R_{1}} d r^{\prime} \exp \left[r^{\prime} / \mu-\sigma_{i} / \nu\left(r^{\prime 2}-R^{2}\right)^{1 / 2}\right] .
\end{aligned}
$$

Finally we find
$\sum_{j=1}^{N} C_{i j} \int_{R}^{R_{1}} d v^{\prime} \eta_{j} \exp \left[\left(r^{\prime} / \mu\right)\right] \int_{0}^{1}(d \nu / \nu)\left[\exp \left\{-\left(\sigma_{i} / \nu\right)\left|r-r^{\prime}\right|\right\}\right.$

$$
\begin{align*}
& \left.-\exp \left\{-\left(\sigma_{i} / \nu\right)\left[\left(r^{2}-R^{2}\right)^{1 / 2}+\left(r^{\prime 2}-R^{2}\right)^{1 / 2}\right]\right\}\right] \\
= & \left\{\alpha_{i}(\mu) \exp [(r / \mu)]+\int_{0}^{1} d \nu\left[\beta_{i}(\nu, \mu) \exp \left[\left(\sigma_{i} / \nu\right) r\right]\right.\right. \\
& \left.\left.+\gamma_{i}(\nu, \mu) \exp \left\{-\left(\sigma_{i} / \nu\right) r\right\}\right]\right\} \\
& \times \sum_{j=1}^{N} C_{i j} \eta_{j} \tag{3}
\end{align*}
$$

where

$$
\begin{align*}
\alpha_{i}(\mu)= & \int_{0}^{1} \frac{d \nu}{\nu}\left[\left(\frac{\sigma_{i}}{\nu}+\frac{1}{\mu}\right)^{-1}+\left(\frac{\sigma_{i}}{\nu}-\frac{1}{\mu}\right)^{-1}\right] \\
\beta_{i}(\nu, \mu)= & \frac{1}{\nu}\left(\frac{1}{\mu}-\frac{\sigma_{i}}{\nu}\right)^{-1} \exp \left[R_{1}\left(1 / \mu-\sigma_{i} / \nu\right)\right]  \tag{4}\\
\gamma_{i}(\nu, \mu)= & -\frac{1}{\nu}\left(\frac{1}{\mu}+\frac{\sigma_{i}}{\nu}\right)^{-1} \exp \left[R\left(1 / \mu+\sigma_{i} / \nu\right)\right] \\
& -\omega_{i}(\nu, \mu) \tag{5}
\end{align*}
$$

where

$$
\begin{aligned}
\omega_{i}(\nu, \mu) & =\omega_{i}^{\prime}(\nu, \mu)+\omega_{i}^{\prime \prime}(\nu, \mu), \\
\omega_{i}^{\prime}(\nu, \mu) & =\frac{1}{\nu} \int_{R}^{R_{1}} d x \exp \left[x / \mu-\sigma_{i} / \nu\left(x^{2}-R^{2}\right)^{1 / 2}\right], \\
\omega_{i}^{\prime \prime}(\nu, \mu)= & \frac{\sigma_{i} R}{\nu} \int_{\nu}^{1} \frac{d \epsilon}{\epsilon} \frac{I_{i}\left[\left(R \sigma_{i} / \nu \epsilon\right)\left(\epsilon^{2}-\nu^{2}\right)^{1 / 2}\right]}{\left(\epsilon^{2}-\nu^{2}\right)^{1 / 2}} \\
& \times \int_{R}^{R_{1}} d x \exp \left[x / \mu-\sigma_{i} / \epsilon\left(x^{2}-R^{2}\right)^{1 / 2}\right] .
\end{aligned}
$$

In (4) for $0 \leqslant \mu \leqslant 1 / \sigma_{i}$ and in (5) for $-1 / \sigma_{i} \leqslant \mu \leqslant 0$, respectively, $\beta_{i}(\nu, \mu)$ and $\gamma_{i}(\nu, \mu)$ are treated as principal values, in accordance with the previous remark about singular integrals. The formula (3) describes "the replication property": expression (2) inserted into the rhs of Eq. (1) "is replicated" as a sum of expressions of the same type (with appropriate coefficients).

## 3. APPLICATION FOR DERIVATION OF PLANELIKE SINGULAR INTEGRAL EQUATIONS

The replication property suggest that we look for a solution of Eq. (1) of the form:

$$
\begin{equation*}
n_{i}(r)=\sum_{\mu \in D} a_{i}(\mu) e^{r / \mu}+\int_{0}^{1} d \mu b_{i}(\mu) e^{r / \mu}+\int_{0}^{1} d \mu d_{i}(\mu) e^{-r / \mu} \tag{6}
\end{equation*}
$$

where $D$ denotes a set of complex numbers. Inserting the expansion (6) in Eq. (1) and applying the replication property we obtain:

$$
\begin{aligned}
& \sum_{\mu \in}{ }_{D} a_{i}(\mu) e^{r / \mu}+\int_{0}^{1} d \mu b_{i}(\mu) e^{r / \mu}+\int_{0}^{1} d \mu d_{i}(\mu) e^{-r / \mu} \\
& =\sum_{\mu \in D}\left(\alpha_{i}(\mu) e^{r / \mu}+\int_{0}^{1} d \nu\left\{\beta_{i}(\nu, \mu) \exp \left[\left(\sigma_{i} / \nu\right) r\right]\right.\right. \\
& \left.\left.\quad+\gamma_{i}(\nu, \mu) \exp \left[-\left(\sigma_{i} / \nu\right) r\right]\right\}\right) \sum_{j=1}^{N} C_{i j} a_{j}(\mu)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{1} d \mu\left\{\alpha_{i}(\mu) \exp [-\gamma / \mu]+\int_{0}^{1} d \nu\left[\beta_{i}(\nu, \mu) \exp \left(\sigma_{i} r / \nu\right)\right.\right. \\
& \left.\left.+\gamma_{i}(\nu, \mu) \exp \left(-\sigma_{i} r / \nu\right)\right]\right\} \sum_{j=1}^{N} c_{i j} b_{j}(\mu) \\
& +\int_{0}^{1} d \mu\left(\alpha_{i}(-\mu) e^{-(r / \mu)}+\int_{0}^{1} d v\left\{\beta_{i}(\nu,-\mu) \exp \left[\left(\sigma_{i} / \nu\right) r\right]\right.\right. \\
& \left.\left.+\gamma_{i}(\nu,-\mu) \exp \left[-\left(\sigma_{i} / \nu\right) r\right]\right\}\right) \sum_{j=1}^{N} C_{i j} d_{j}(\mu) .
\end{aligned}
$$

Equating now coefficients of $e^{\gamma / \mu}$ we find

$$
\begin{align*}
a_{i}(\mu)= & \alpha_{i}(\mu) \sum_{j=1}^{N} C_{i j} a_{j}(\mu), \quad \mu \in D  \tag{7}\\
b_{i}(\mu)= & \sum_{\nu \in_{D}} \sigma_{i} \beta_{i}\left(\sigma_{i} \mu, \nu\right) \sum_{j=1}^{N} C_{i j} a_{j}(\nu)  \tag{7}\\
& +\alpha_{i}(\mu) \sum_{j=1}^{N} C_{i j} b_{j}(\mu)+\int_{0}^{1} d \nu \sigma_{i} \beta_{i}\left(\sigma_{i} \mu, \nu\right) \sum_{j=1}^{N} C_{i j} b_{j}(\nu) \\
& +\int_{0}^{1} d \nu \sigma_{i} \beta_{i}\left(\sigma_{i} \mu,-\nu\right) \sum_{j=1}^{N} C_{i j} d_{j}(\nu), \quad \mu \in[0,1] \tag{8}
\end{align*}
$$

$$
\begin{align*}
d_{i}(\mu)= & \sum_{\nu \in \mathcal{D}} \sigma_{i}\left(\sigma_{i} \mu, \nu\right) \sum_{j=1}^{N} C_{i j} a_{j}(\nu)+\int_{0}^{1} d \nu \sigma_{i} \gamma_{i}\left(\sigma_{i} \mu, \nu\right) \\
& \times \sum_{j=1}^{N} C_{i j} b_{j}(\nu)+\alpha_{i}(-\mu) \sum_{j=1}^{N} C_{i j} d_{j}(\mu) \\
& +\int_{0}^{1} d \nu \sigma_{i} \gamma_{i}\left(\sigma_{i} \mu,-\nu\right) \sum_{j=1}^{N} C_{i j} d_{j}(\nu), \quad \mu \in[0,1] \tag{9}
\end{align*}
$$

where

$$
\beta_{i}(\nu, \mu)=\gamma_{i}(\nu, \mu)=0 \text { for }|\nu|>1,|\mu|<1
$$

[definitions (4) and (5) are for $|\nu|<1,|\mu|<1$ ].
Let us introduce the notation

$$
\theta_{i}(x)= \begin{cases}1, & |x| \leqslant 1 / \sigma_{i} \\ 0, & |x|>1 / \sigma_{i}\end{cases}
$$

$a$ is a vector with components $a_{i}, \hat{A}$ is a matrix with elements $A_{i j}$.

## Defining

$$
\begin{aligned}
\Omega_{i j}(\mu)= & \delta_{i j}-\alpha_{i}(\mu) C_{i j} \\
P_{i j}(\mu, \nu)= & \sigma_{i} \beta_{i}\left(\sigma_{i} \mu, \nu\right) C_{i j}=[\nu /(\mu-\nu)] \times \exp \left[R_{1}(1 / \nu\right. \\
& -1 / \mu) C_{i j} \theta_{i}(\mu) \\
Q_{i j}(\mu, \nu)= & \sigma_{i} \gamma_{i}\left(\sigma_{i} \mu, \nu\right) C_{i j}=-\{[\nu /(\mu+\nu)] \exp [R(1 / \nu \\
& \left.+1 / \mu)+\sigma_{i} \omega_{i}\left(\sigma_{i} \mu, \nu\right)\right\} C_{i j} \theta_{i}(\mu)
\end{aligned}
$$

we can write Eqs. (7)-(9) as

$$
\begin{align*}
\hat{\Omega}(\mu) \bar{a}(\mu)= & 0, \quad \mu \in D  \tag{10}\\
\hat{\Omega}(\mu) \bar{b}(\mu)= & \int_{0}^{1} d \nu[\hat{P}(\mu, \nu) \bar{b}(\nu)+\hat{P}(\mu,-\nu) \bar{d}(\nu)] \\
& +\sum_{\nu \in D} P(\mu, \nu) \bar{a}(\nu), \quad \mu \in[0,1]  \tag{11}\\
\hat{\Omega}(\mu) \bar{d}(\mu)= & \int_{0}^{1} d \nu[\hat{Q}(\mu,-\nu) \bar{d}(\nu)+\hat{Q}(\mu, \nu) \bar{b}(\nu)] \\
& +\sum_{\nu \in D} \hat{Q}(\mu, \nu) \bar{a}(\nu), \quad \mu \in[0,1] \tag{12}
\end{align*}
$$

Equations (10)-(12) for coefficients of the expansion (6) form a system of singular integral equations (11) and (12) and a system of linear equations (10). The condition of existence of nontrivial solutions of the equation (10) determines the set $D$ :

$$
\begin{equation*}
\operatorname{det} \hat{\Omega}(\mu)=0, \quad \mu \in D \tag{13}
\end{equation*}
$$

Note, that

$$
\int_{0}^{1} d \nu\left[b_{i}(\nu) e^{r / \nu}+d_{i}(\nu) e^{-r / \nu}\right]<\infty \text { for } R \leqslant r \leqslant R_{1}
$$

and let us introduce new functions
$b_{i}^{\prime}(\mu)=b_{i}(\mu) \mu \exp \left[\left(R_{1} / \mu\right), \quad d_{i}^{\prime}(\mu)=d_{i}(\mu) \mu \exp [-(R / \mu)\right.$, which are integrable now.

Let us finally rewrite the system of singular integral equations (11) and (12) in the more convenient form

$$
\begin{align*}
& \hat{\Omega}(\mu) \bar{b}^{\prime}(\mu)+\hat{S}(\mu) \int_{0}^{1} d \nu \frac{\bar{b}^{\prime}(\nu)}{\nu-\mu}+\overline{\operatorname{Reg}}^{b}(\mu)=0  \tag{14}\\
& \hat{\Omega}(\mu) \vec{d}^{\prime}(\mu)+\hat{S}(\mu) \int_{0}^{1} d \nu \frac{\bar{d}^{\prime}(\nu)}{\nu-\mu}+\overline{\operatorname{Reg}}^{a}(\mu)=0 \tag{15}
\end{align*}
$$

where

$$
S_{i j}(\mu)=C_{i j} \theta_{i}(\mu) \mu
$$

and "regular" terms are the following:

$$
\begin{aligned}
\operatorname{Reg}_{i}^{b}(\mu)= & \theta_{i}(\mu) \mu \sum_{j=1}^{N} C_{i j} \int_{0}^{1} \frac{d \nu}{\mu+\nu} \exp \left[-(1 / \nu)\left(R_{1}-R\right)\right] d_{j}^{\prime}(\nu) \\
& +\theta_{i}(\mu) \mu \sum_{j=1}^{N} C_{i j} \sum_{\nu \in D} \frac{\nu}{\nu-\mu} \exp \left[\left(R_{1} / \nu\right)\right] a_{j}(\nu) \\
\operatorname{Reg}_{i}^{d}(\mu)= & \theta_{i}(\mu) \mu \sum_{j=1}^{N} C_{i j} \int_{0}^{1} d \nu\left[\left(\frac{1}{\nu+\mu} \exp \left[-(1 / \nu)\left(R_{1}-R\right)\right]\right.\right. \\
& \left.+\frac{\sigma_{i}}{\nu} \omega_{i}\left(\sigma_{i} \mu, \nu\right) \exp \left[-\left(R_{1} / \nu\right)-(R / \mu)\right]\right) b_{j}^{\prime}(\nu) \\
& +\frac{\sigma_{i}}{\nu} \omega_{i}\left(\sigma_{i} \mu,-\nu\right) \exp \left[R(1 / \nu-1 / \mu) d_{j}^{\prime}(\nu)\right] \\
& +\theta_{i}(\mu) \mu \sum_{j=1}^{N} C_{i j} \sum_{\nu \in \epsilon_{D}}\left(T e^{R / \nu} \frac{\nu}{\nu+\mu}+\sigma_{i} \omega_{i}\left(\sigma_{i} \mu, \nu\right)\right. \\
& \times \exp [-(R / \mu)]) a_{j}(\nu)
\end{aligned}
$$

## 4. CONCLUSIONS

Matrices $\Omega(\mu)$ and $\hat{S}(\mu)$ of dominant parts of singular integral equations (14) and (15) as well as Eq. (10) are
identical with those appearing for plane problems. ${ }^{7,8}$ One may then say, that in this sense the spherical problems have been reduced to corresponding, equivalent plane problems. Thus, many of the considerations concerning plane problems, e.g. , ${ }^{9,10}$ are relevant also to Eqs. (14) and (15). In the particular cases $N=1$ and 2 there exist vast amount of references, which are well known and will be not quoted in a form of a complete list. Interested readers are refered to the already quoted monograph ${ }^{2}$ (mainly cases $N=1$ ), references connected with two-group problems may be found in Refs. 9 and 10. Methods developed for these particular cases may be adopted easily to solve Eqs. (14) and (15).
As the particular cases we get for $R=0$ an internal problem, for $R_{1}<\infty$ a critical problem, and for $R_{1}$ $=\infty$ the Milne problem.
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In the framework of $S$-matrix theory, the partial scattering amplitudes are sought as a solution of a certain problem involving analyticity, unitarity, and crossing symmetry. This problem, with a condition of analyticity which is weaker than the usual one, is called Low's problem in this paper. By means of the fixed-point theorems of Schauder and Banach-Cacciopoli, conditions for the existence and uniqueness of solutions to Low's problem are given.

## I. INTRODUCTION

In this paper we shall discuss the question of the existence and uniqueness of the solutions of a certain problem from $S$-matrix theory. The problem is to find $N$ functions $h^{\alpha}(z), \alpha=1,2, \ldots, N$ (the partial scattering amplitudes) of the complex variable $z=x+i y$ which satisfy the following conditions: (a) analyticity in some subregion of the plane $z$; (b) unitarity; (c) crossing symmetry; (d) reality; (e) a condition on behavior at infinity. This problem (a)-(e), which will be formulated more precisely below, is called Low's problem in this paper. It is a generalization of the problem solved by means of the integral equations of Low, ${ }^{1}$ Chew and Mandelstam, ${ }^{2}$ Shirkov ${ }^{3,4}$ and the like.

We shall make use of the fact that the problem (a)-(e) can be re-formulated as the algebraic system (5). Although this system is nonlinear and infinite, it is in some respects sufficiently simple and can be investigated by means of the fixed-point theorems. ${ }^{5,6}$ Following this method we shall prove, with the help of Schauder's theorem, the existence of solutions of (5). After imposing additional limitations it will be shown on the basis of the Banach-Cacciopoli theorem that these solutions are unique.

Recently several authors have shown interest in similar questions. For instance, Warnock ${ }^{7}$ and MacDaniel and Warnock ${ }^{8,9}$ have studied the conditions under which there exist solutions of Low's integral equation, while in Refs. 10 and 11 Atkinson has made a detailed mathematical analysis of the integral equation of Chew and Mandelstam, and of Shirkov et al., respectively.

These authors examine the question of the existence and uniqueness of the solutions $h^{\alpha}(z)$ of the integral equations with the assumption that $h^{\alpha}(z)$ have at most one pole in the cut plane $z$.

Some of the results they obtained are less general than those obtained in the present work, because here it is supposed that $h^{\alpha}(z)$ may have not only poles but also more complicated singularities, e.g., cuts.

The approach in this work differs from the usual approach by the way in which the analytical functions are represented. For instance, in the integral equation of Low, the functions $h^{\alpha}(z)$ are represented through the Cauchy integral, while here Laurent's series are being used.

The algebraic approach has some peculiarities which manifest themselves both in the theoretical studies and in the numerical calculations (Refs. 12-14).

Because of the specific features of the algebraic sys-
tem (5) it is appropriate to use the conventional methods of nonlinear functional analysis, such as Newton's method and the principle of contracting mapping ${ }^{5,6}$ as, for example, applied in the Low amplitude method. ${ }^{13,14}$ On the other hand, the integral equations of dispersive type are solved numerically exclusively by means of the $N / D$ method or the inverse Low amplitude method, ${ }^{8}$ which techniques are specific for that class of problems. The theorems proved in this work are a more precise version of the theorems of Ref. 15. They justify the applicability of the numerical methods of Refs. 12-14.

In Sec. II, the precise formulation of Low's problem is given. Besides that, it is shown that under certain conditions it is equivalent to the algebraic system (5). In Sec. III, by means of Schauder's theorem, the existence of solutions of the system (5) is proved. In Sec. IV, using the theorem of Banach-Cacciopoli, other conditions have been found guaranteeing both the existence and the uniqueness of the solutions of (5).

## II. FORMULATION OF LOW'S PROBLEM

Here we shall summarize the basic results from the papers, ${ }^{13,14}$ which we shall need in our further work.

By Low's problem we mean the problem in which $N$ functions $h^{\alpha}(z), \quad \alpha=1,2, \ldots, N$ of the complex variable $z=x+i y$ are sought which obey the following conditions:
(a) Analyticity: $h^{\alpha}(z)$ are analytic in $p-s_{I}^{\alpha}$, where the region $p$ is the plane $z$ from which the points belonging to the cuts $-\infty \leqslant x \leqslant-1$ and $1 \leqslant x \leqslant \infty$ have been taken away, and the closed regions $s_{I}^{\alpha}$ is a subregion of the region $p$.
(b) Unitarity: $\operatorname{Im} h^{\alpha}(x)=f(x)\left|h^{\alpha}(x)\right|^{2}, 1 \leqslant x \leqslant \infty$, where $f(x)$ is a real function the properties of which are specified below.
(c) Crossing symmetry: $h^{\alpha}(-z)=\Sigma_{\beta+1}^{N} C^{\alpha \beta} h^{\beta}(z)$, where the crossing matrix $C^{\alpha \beta}$ is equal to the square root of the unit $N$-dimensional matrix, but otherwise is arbitrary.
(d) Reality: $h^{* \alpha}(z)=h^{\alpha}\left(z^{*}\right)$.
(e) Behavior at infinity: The integrals in (1) converge. The contribution of the contour integrals $\int h^{\alpha}(z) d z / z$ taken on a semicircle with an infinite radius in the upper half-plane is zero.

The problem (a)-(e) is a generalization of the problem which is solved by means of Low's integral equation. ${ }^{1,8,9}$
$h^{\alpha}(z)=\frac{\lambda^{\alpha}}{z}+\frac{1}{\pi} \int_{1}^{\infty} d z^{\prime} f\left(z^{\prime}\right)\left(\frac{\left|h^{\beta}\left(z^{\prime}\right)\right|^{2}}{z^{\prime}-z}+\frac{\sum_{\beta=1}^{N} C^{\alpha \beta}\left|h^{\beta}(z)\right|^{2}}{z^{\prime}+z}\right)$,
where $C^{\alpha \beta}, \alpha, \beta=1,2, \ldots, N$ is the crossing matrix and $\lambda_{\alpha}=-\Sigma_{\beta=1}^{N} C^{\alpha \beta} \lambda_{\beta}$ are numbers proportional to the coupling constant $f^{2}$.

With an appropriate choice of $\lambda_{\alpha}$ and $C^{\alpha \beta}$ one could describe by means of (1) the partial scattering amplitudes of various processes, e.g., of the $\pi-N$ scattering. ${ }^{1,16,17}$

By the conformal mapping

$$
\begin{equation*}
z=2 Z / 1+Z^{2} \tag{2}
\end{equation*}
$$

where $Z=Y+i Y=R e^{i \varphi}$, the cut plane $p$ goes over into the interior $P$ of the unit circle $C_{0}$ of the $Z$ plane, the functions $h^{\alpha}(z)$ are transformed into the functions $H^{\alpha}(Z)$, the regions $s_{I}^{\alpha}$ into the regions $S_{i}^{\alpha}$.

The regions $S_{i}^{\alpha}$ contain all singularities of $H^{\alpha}(Z)$ which lie inside $C_{0}$. By analogy we shall denote by $S_{e}^{\alpha}$ closed regions which contain all singularities of $H^{\alpha}(Z)$ lying outside $C_{0}$. [All singularities in $S_{e}^{\alpha}$ were situated on the second sheet of $h^{\alpha}(z)$ before the conformal mapping. Some of them correspond to the resonances, if any.]

Let the curves $d S_{i}^{\alpha}$ and $d S_{e}^{\alpha}$ denote the boundaries of $S_{i}^{\alpha}$ and $S_{e}^{\alpha}$, respectively. The functions $H^{\alpha}(Z)$ are analytic in the annular regions $D^{\alpha}$ which are bounded from the inside by the curves $d S_{i}^{\alpha}$ and from the outside by the curves $d S_{e}^{\alpha}$.

For several purposes instead of regions $D^{\alpha}$ their subregions $D_{c}^{\alpha}$ are preferred. The $D_{c}^{\alpha}$ are defined as the circular rings $R_{i}^{\alpha}<|Z|<R_{e}^{\alpha}, R_{i}^{\alpha} \leqslant 1, R_{e}^{\alpha} \geqslant 1$, the $R_{i}^{\alpha}$ being the radii of the circles $|Z|=R_{i}^{\alpha}$ which are tangent to the curves $d S_{i}^{\alpha}$ and $R_{e}^{\alpha}$, the radii of the circles $|Z|$ $=R_{e}^{\alpha}$ which are tangent to the curves $d S_{e}^{\alpha}$.
After the conformal transformation the problem (a)(e) turns into a problem for the transformed functions $H^{\alpha}(Z)$. This problem, after some generalization, will be formulated in the following way.

Find the functions $H^{\alpha}(Z), \alpha=1,2, \ldots, N$ which satisfy the conditions:
(A) Analyticity: $H^{\alpha}(Z), Z \in D^{\alpha}$ are analytic.
(B) Unitarity: $\operatorname{Im} H^{\alpha}(Z)=F(\varphi)\left|H^{\alpha}(\varphi)\right|^{2}$, where $F(\varphi)$ $=f(1 / \cos \varphi),-\frac{1}{2} \pi \leqslant \varphi \leqslant \frac{1}{2} \pi$ and $H^{\alpha}(\varphi)=H^{\alpha}\left(e^{i \varphi}\right)$.
(C) Crossing symmetry: $H^{\alpha}(\varphi+\pi)=\Sigma_{\beta=1}^{N} C^{\alpha \beta} H^{\beta}(\varphi)$, $-\pi \leqslant \varphi \leqslant \pi$.
(D) Reality: $H^{\alpha *}(Z)=H^{\alpha}\left(Z^{*}\right)$.

Further on we shall suppose that $H^{\alpha}(\varphi)$ are Hölder continuous. Under this notion we shall mean functions $H^{\alpha}(\varphi)$, which satisfy the conditions:

$$
\begin{aligned}
& H^{\alpha}(\varphi+2 \pi)=H^{\alpha}(\varphi), \quad \alpha=1,2, \ldots, N \\
& \left|H^{\alpha}\left(\varphi_{2}\right)-H^{\alpha}\left(\varphi_{1}\right)\right| \leqslant K\left|\varphi_{2}-\varphi_{1}\right|^{\epsilon}, \quad \text { where } K>0 \text { is a }
\end{aligned}
$$

suitable constant and $0<\epsilon \leqslant 1$ and $-\pi-\eta \leqslant \varphi_{1}$,

$$
\begin{equation*}
\varphi_{2} \leqslant \pi+\eta, \quad \eta>0 . \tag{3}
\end{equation*}
$$

Under this hypothesis the functions $\operatorname{Re} H^{\alpha}(\varphi)$ and $\operatorname{Im} H^{\alpha}(\varphi)$ are Hölder continuous and coincide with their Fourier series. This is sufficient to assert that $H^{\alpha}(Z)$, $|Z|=1$ can be expanded in Laurent series

$$
\begin{equation*}
H^{\alpha}(Z)=\sum_{n=-\infty}^{\infty} H_{n}^{\alpha} Z^{n}, \quad|Z|=1 \tag{4}
\end{equation*}
$$

Taking into account the conditions (B), (C), and (D), one can derive the following algebraic system which is to be satisfied by the unknown coefficients $H_{n}^{\alpha}$

$$
\begin{align*}
& H_{\nu}^{\alpha}=H_{-\nu}^{\alpha}+\sum_{m, k=-\infty}^{\infty} \\
& F(\nu, k) E_{\nu}^{\alpha}\left(H_{m} ; H_{m+k}\right), \quad \alpha=1,2, \ldots, N, \quad \nu=1,2, \ldots, \infty, \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
F(\nu, k)=\pi^{-1} \int_{-\pi / 2}^{\pi / 2} d \nu \sin \nu \varphi \cos k \varphi F(\varphi) \tag{6}
\end{equation*}
$$

and

$$
E_{\nu}^{\alpha}\left(H_{m} ; H_{m+k}\right)=H_{m}^{\alpha} H_{m+k}^{\alpha}+(-1)^{\nu} \sum_{\beta=1}^{N} C^{\alpha \beta} H_{m}^{\beta} H_{m+k}^{\beta}
$$

The system (5) has been derived in Ref. 14.
The following theorem is based on the corresponding theorem in Ref. 14. It clarifies the equivalence between the analytical formulation of Low's problem through the conditions (A), (B), (C), (D) and its algebraic formulation given by the system (5).

Theorem 1: Let the functions $H^{\alpha}(\varphi), \alpha=1,2, \ldots, N$ satisfy the conditions (3), (B), (C), and (D) and let $F(\varphi)$ satisfy the condition

$$
\left|F\left(\varphi_{2}\right)-F\left(\varphi_{1}\right)\right| \leqslant K_{1}\left|\varphi_{2}-\varphi_{1}\right|^{\epsilon_{1}}, \quad-\frac{1}{2} \pi \leqslant \varphi_{1}, \varphi_{2} \leqslant \frac{1}{2} \pi,
$$

where $K_{1}>0$ is a suitable constant and $0<\epsilon_{1} \leqslant 1$

$$
\begin{equation*}
F\left( \pm \frac{1}{2} \pi\right)=0 . \tag{7}
\end{equation*}
$$

Then the coefficients of the series (4) $H_{n}^{\alpha}$, $\alpha=1,2, \ldots, N, n=0, \pm 1, \pm 2, \ldots, \pm \infty$ will satisfy the algebraic system (5).

With certain modifications of the theorem the opposite assertion is also true:

Let the system (5) have real roots $H_{n}^{\alpha}, \alpha=1,2, \ldots, N$, $n=0, \pm 1, \pm 2, \ldots, \pm \infty$ satisfying the following conditions:

The series $\sum_{n=1}^{\infty} H_{n}^{\alpha} \sin n \varphi$ and $\sum_{n=1}^{\infty} H_{-n}^{\alpha} \sin n \varphi$,
$\alpha=1,2, \ldots, N$, converge on the whole interval
$-\pi \leqslant \varphi \leqslant \pi$ to certain functions $V_{+}^{\alpha}(\varphi)$ and $V_{-}^{\alpha}(\varphi)$,
respectively, which are known to satisfy the
Hölder condition with the exponent $\epsilon, 0<\epsilon<1$ on the interval $[-\pi-\eta, \pi+\eta$ ], where $\eta$ is some
positive number

$$
\begin{align*}
H_{n}^{\alpha}=(-1)^{n} \sum_{\beta=1}^{N} C^{\alpha \beta} H_{n}^{\beta}, & \alpha=1,2, \ldots, N  \tag{8}\\
& n=0,-1,-2, \ldots,-\infty \tag{9}
\end{align*}
$$

and let $F(\varphi)$ satisfy the condition (7).
Then the series (4) converge to the functions $H^{\alpha}(Z)$, $\alpha=1,2, \ldots, N$ which satisfy the conditions (3), (B), (C), (D).

If besides that the roots of (5) satisfy the condition

$$
\begin{array}{ll}
\left|H_{-n}^{\alpha}\right| \leqslant H\left(R_{i}^{\alpha}\right)^{n}, & \alpha=1,2, \ldots, N, \quad n=0,1,2, \ldots, \infty,  \tag{10}\\
\left|H_{n}^{\alpha}\right| \leqslant H\left(R_{e}^{\alpha}\right)^{-n}, & \alpha=1,2, \ldots, N, \quad n=1,2, \ldots, \infty,
\end{array}
$$

where $H$ is a positive constant and $R_{i}^{\alpha}$ and $R_{e}^{\alpha}$ are the inner and the outer radii of the annual region $D_{c}^{\alpha}$. Then the functions $H^{\alpha}(Z), Z \in D_{c}^{\alpha}$ are analytic and satisfy the conditions (B), (C), (D).

Remark 1: Using a result of Ref. 18, Chap. II, Sec. 3 , we conclude that if $\left|H_{n}^{\alpha}\right| \leqslant$ const. $\left[1 /|n|^{(1+\epsilon)}\right]$ then condition (8) is automatically fulfilled.

Remark 2: Condition (10) induces the analyticity of $H^{\alpha}(Z)$ in the region $D_{c}^{\alpha}$ which is a subregion of $D^{\alpha}$. This condition is introduced because it is convenient for the proof of the existence theorems in Sec. III and Sec. IV.

In what follows it is advisable instead of system (5) to investigate its equivalent system ${ }^{14}$

$$
\begin{equation*}
t=A(t) \tag{11}
\end{equation*}
$$

where $t \rightarrow t_{\nu}^{\alpha}, \alpha=1,2, \ldots, N, \nu=1,2, \ldots, \infty$ is an element of the metric space, and the operator $A$ is defined by the right-hand side of the system:
$t_{\nu}^{\alpha}=\sum_{\lambda, \mu} F(\nu ; \lambda-\mu) E_{\nu}^{\alpha}\left(t_{\lambda} ; t_{\mu}\right)+2 \sum_{\lambda, \mu} F(\nu ; \lambda-\mu) E_{\nu}^{\alpha}\left(\tau_{\mu} ; t_{\lambda}\right)$
$+2 \sum_{\xi, \lambda} F(\nu ; \xi+\lambda) E_{\nu}^{\alpha}\left(R_{-\xi} ; t_{\lambda}\right)+2 \sum_{\xi, \lambda} F(\nu ; \xi+\lambda) E_{\nu}^{\alpha}\left(R_{-\xi} ; \tau_{\lambda}\right)$
$+\sum_{\lambda, \mu} F(\nu ; \lambda-\mu) E_{\nu}^{\alpha}\left(\tau_{\lambda} ; \tau_{\mu}\right)+\sum_{\ell, \eta} F(\nu ; \xi-\eta) E_{\nu}^{\alpha}\left(R_{-\xi} ; R_{-\eta}\right)$
$+R_{-\nu}^{\alpha}-\tau_{\nu}^{\alpha}$.
In (12), as well as in the following, $\xi, \eta, \lambda, \mu, \nu$, and $\alpha$ are indices. Furthermore, $\xi$ and $\eta$ take the values $0,1,2, \ldots, \infty ; \lambda, \mu, \nu$ take the values $1,2, \ldots, \infty$ and $\alpha$ $=1,2, \ldots, N$, unless stated otherwise. In (12) the values $R_{-\xi}$ and $\tau_{\lambda}$ are known, and the values $t_{\nu}^{\alpha}$ are sought. Moreover, $R_{-\xi}^{\alpha}$ denotes $H_{-\xi}^{\alpha}$, and $t_{\nu}^{\alpha}+\tau_{\nu}^{\alpha}$ is equal to $H_{\nu}^{\alpha}$. The values $H_{-\xi}^{\alpha}=R_{-\xi}^{\alpha}$ are considered to be known. For example, $R_{-1}^{\alpha}=\frac{1}{2} \lambda_{\alpha}$, where $\lambda_{\alpha}$ is the baryon pole residue, which is written explicitly in (1).

It is supposed that approximate values are known for $H_{\nu}^{\alpha}$ which are denoted by $\tau_{\nu}^{\alpha}$. Therefore, in (12) the small corrections $t_{\nu}^{\alpha}$ to the approximate values $\tau_{\nu}^{\alpha}$ are sought.

## III. APPLICATION OF SCHAUDER'S THEOREM FOR PROVING THE EXISTENCE OF SOLUTIONS OF LOW'S PROBLEM

System (12) is very convenient for numerical determination of the solutions of Low's problem. ${ }^{13,14}$ In the present paragraph we shall use it in order to prove the existence of such solutions. For this purpose, we shall make use of one of the fixed-point theorems-Schauder's theorem.

Schauder's theorem is formulated in the following way ${ }^{5}$ :

Let the operator $A$ from (11) have the properties:
(1) $A$ maps the bounded, closed convex set $U$ belonging to the Banach space $B$ into itself, i.e., if $t \in U$, then $A(t) \in U$.
(2) $A$ is a completely continuous operator.

Then at least one element of the set $U$ exists, which is a solution of (11).

The application of Schauder's theorem to Low's problem is facilitated by making use of the function

$$
\begin{aligned}
& \chi_{k}(n)=\chi\left(j_{k} ; n\right)=|n|^{-J_{k}}, \quad n= \pm 1, \pm 2, \ldots, \pm \infty \\
& \chi_{k}(0)=\chi\left(j_{k} ; 0\right)=1 .
\end{aligned}
$$

In our case $j_{k}, k=1,2,3,4$ are numbers larger than 1.
The sets $U_{t}, U_{T}$, and $U_{R}$ which we use below are defined, respectively, by the inequalities

$$
\begin{align*}
& \left|t_{\lambda}^{\alpha}\right| \leqslant t^{*} \chi\left(j_{1}, \lambda\right), \quad \alpha=1,2, \ldots, N, \lambda=1,2, \ldots, \infty,(13) \\
& \left|\tau_{\mu}^{\alpha}\right| \leqslant \tau^{*} \chi\left(j_{2}, \mu\right), \quad \alpha=1,2, \ldots, N, \mu=1,2, \ldots, \infty,(14) \\
& \left|R_{-\xi}^{\alpha}\right| \leqslant R^{*} \chi\left(j_{3}, \xi\right), \quad \alpha=1,2, \ldots, N, \quad \xi=0,1,2, \ldots, \infty . \tag{15}
\end{align*}
$$

In (13), (14), and (15), $t^{*}, \tau^{*}$, and $R^{*}$ are positive numbers.

The function $\chi$ is convenient for the estimation of $F\left(\nu, \xi^{*}\right)$ also. This expression is defined by the integral (6), which in this case is conveniently put down in the form

$$
F\left(\nu ; \xi^{*}\right)=\frac{1}{2 \pi} \int_{-\pi / 2}^{\pi / 2} d \varphi\left[\sin \left(\nu+\xi^{*}\right) \varphi+\sin \left(\nu-\xi^{*}\right) \varphi\right] F(\varphi)
$$

Further on we shall suppose that
$\left|F^{\prime}\left(\varphi_{2}\right)-F^{\prime}\left(\varphi_{1}\right)\right| \leqslant$ const $\left|\varphi_{2}-\varphi_{1}\right|^{\epsilon},-\frac{1}{2} \pi \leqslant \varphi_{1}, \varphi_{2} \leqslant \frac{1}{2} \pi$, $0<\epsilon \leqslant 1$
$F\left( \pm \frac{1}{2} \pi\right)=F^{\prime}\left( \pm \frac{1}{2} \pi\right)=0, \quad F^{\prime}=\frac{d F}{d \varphi}$.
Let us consider the auxiliary function

$$
\begin{array}{ll}
\tilde{F}(\varphi)=F(\varphi), & -\frac{1}{2} \pi \leqslant \varphi \leqslant \frac{1}{2} \pi \\
\tilde{F}(\varphi)=0, & \frac{1}{2} \pi \leqslant \varphi \leqslant 3(\pi / 2) .
\end{array}
$$

It is obvious that $\tilde{F}^{\prime}(\varphi),-\pi \leqslant \varphi \leqslant \pi$ is Hölder continuous with an exponent $\epsilon, 0<\epsilon \leqslant 1$. This means that the Fourier coefficients of the function $\tilde{F}(\varphi)$ obey condition $\widetilde{F}_{n}=O\left(1 /|n|^{(1+\epsilon)}\right)$ (for proof, see Sec. III in Ref. 19).

Hence $F\left(\nu, \xi^{*}\right)$ can be majorized by the inequality
$F\left(\nu ; \xi^{*}\right) \leqslant$ const $\left[\left(\nu+\xi^{*}\right)^{-j_{4}}+\left(\nu-\xi^{*}\right)^{-j}\right], \quad j_{4}>1$ if $\nu \pm \xi^{*} \neq 0$, $F\left(\nu ; \xi^{*}\right)=$ const, if $\nu \pm \xi^{*}=0$.

Using the function $\chi\left(j_{4}, n\right)$ introduced above, at $n$ $=\nu+\xi^{*}$ and $n=\nu-\xi^{*}$, and choosing an appropriate positive constant $F$ we obtain the inequality

$$
\begin{equation*}
F\left(\nu ; \xi^{*}\right) \leqslant F\left[\chi_{4}\left(\nu+\xi^{*}\right)+\chi_{4}\left(\nu-\xi^{*}\right)\right] . \tag{17}
\end{equation*}
$$

By means of (13), (14), (15), and (17), Eq. (12) is majorized by inequalities containing $\chi$. In order to simplify these inequalities it is convenient to use the formula

$$
\begin{equation*}
\sum_{n=\infty}^{\infty} \chi_{4}(n) \chi_{2}(n+m)<K_{12} \chi_{1}(m)+K_{21} \chi_{2}(m), \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
K_{12}= & \left(2^{j_{1}}+1\right) \zeta\left(j_{2}\right)+1 ; K_{21}=\left(2^{j_{2}}+1\right) \zeta\left(j_{1}\right)+1 ; \\
& j_{1}>i ; j_{2}>1 ;
\end{aligned}
$$

and $\zeta\left(j_{1}\right)$ and $\zeta\left(j_{2}\right)$ are the Riemann $\zeta$-functions from the theory of numbers.

When proving (18) it is convenient to proceed from the expression

$$
\sum_{n=-\infty}^{\infty} \chi_{1}(n) \chi_{2}(n-m),
$$

which is numerically equal to the expression

$$
\sum_{n=-\infty}^{\infty} \chi_{1}(n) \chi_{2}(n+m) .
$$

The inequality (10) is proved by majorizing for $m \geqslant 2$ the right-hand side of the equality

$$
\begin{aligned}
\sum_{n=-\infty}^{\infty} \chi_{1}(n) \chi_{2}(n-m)=S_{1} & +\chi_{1}(0) \chi_{2}(-m)+S_{2}+S_{3} \\
& +\chi_{1}(m) \chi_{2}(0)+S_{4}
\end{aligned}
$$

where

$$
\begin{aligned}
& S_{1}=\sum_{n=-\infty}^{-1}|n|^{-j_{2}}<m^{-j_{2}} \sum_{k=-\infty}^{-1}|k|^{-j_{1}}=\chi_{2}(m) \zeta\left(j_{2}\right), \\
& S_{2}=\sum_{n=1}^{n^{\prime}} n^{-j_{1}}|n-m|^{-j_{2}}<m^{-j_{2}} \sum_{k=-\infty}^{-1}|k|^{-j_{1}}=\chi_{2}(m) \zeta\left(j_{2}\right), \\
& n^{\prime}=0.5 m \text { is even and } n^{\prime}=0.5(m+1) \text { if } m \text { is uneven } \\
& S_{3}=\sum_{n=m}^{m-1} n^{-j_{1}}(n-m)^{-j_{2}}:<2^{j_{1}} m^{-j_{1}} \sum_{n=n}^{m-1}|n-m|^{-j_{2}}, \\
& <2^{j_{1}} m^{-j_{1}} \sum_{k=1}^{\infty}|k|^{-j_{2}}=2^{j_{1}} \chi_{1}(m) \zeta\left(j_{2}\right), \\
& S_{4}=\sum_{n=m+1}^{\infty} n^{-j_{2}}<m^{-j_{2}} \sum_{k=1}^{\infty}|k|^{-j_{2}}=\chi_{1}(m) \zeta\left(j_{2}\right) .
\end{aligned}
$$

For $m=0$ and 1 the inequality (18) is immediately confirmed, For $m<0$ the proofs are analogous.

In order to satisfy the first condition for the operator $A$ we substitute in (12) $t_{\lambda}^{\alpha}, \tau_{\mu}^{\alpha}, R_{\mu}^{\alpha}$, and $F\left(\nu, \xi^{*}\right)$ with the expressions from (13), (14), (15), and (17).

Having the inequality (18) we can easily apply the Schauder's theorem to Low's problem.

For this purpose we choose the Banach space to be a subspace of the space of the bounded sequences of numbers. ${ }^{5}$ More precisely, we use a space $Y$, the elements $y$ of which are the sequences of numbers $y_{:}$, $\left|y_{k}\right| \leqslant A \chi(j, \xi), \xi=-\infty \ldots-2,-1,0,1, \ldots, \infty, j>1$, the norm being defined by equality

$$
\|y\|=\sup _{\xi}\left|y_{\xi}\right|
$$

As (18) holds only for $j>1$ in the following we shall suppose in (13), (14), (15), and (17), $j_{1}>1, j_{2}>1, j_{3}>1$, and $j_{4}>1$, respectively.

To satisfy the condition $A(t) \in t$, it is enough to put down
$(1+N C) F t^{*} \sum_{\lambda, \mu}\left[\chi_{4}(\nu+\lambda-\mu)+\chi_{4}(\nu-\lambda+\mu)\right] \chi_{1}(\lambda) \chi_{1}(\mu)$
$+2(1+N C) F t^{*} \tau^{*} \sum\left[\chi_{4}(\nu+\lambda-\mu)+\chi_{4}(\nu-\lambda+\mu)\right] \chi_{2}(\mu) \chi_{1}(\lambda)$
$+2(1+N C) F t^{*} R^{*} \sum_{\lambda, \zeta}^{\lambda, \mu}\left[\chi_{4}(\nu+\lambda+\xi)+\chi_{4}(\nu-\lambda-\xi)\right] \chi_{3}(\xi) \chi_{1}(\lambda)$
$+2(1+N C) F \tau^{*} R^{*} \sum_{\lambda, \ell}\left[\chi_{4}(\nu+\xi+\lambda)+\chi_{4}(\nu-\xi-\lambda)\right] \chi_{3}(\xi) \chi_{2}(\lambda)$
$+(1+N C) F \tau^{*^{2}} \sum\left[\chi_{4}(\nu+\lambda-\mu)+\chi_{4}(\nu-\lambda+\mu)\right] \chi_{2}(\mu) \chi_{2}(\lambda)$
$+(1+N C) F R^{*^{2}} \sum_{\ell, \eta}^{\lambda, \mu}\left[\chi_{4}(\nu+\xi-\eta)+\chi_{4}(\nu-\xi+\eta)\right] \chi_{3}(\xi) \chi_{3}(\eta)$
$+R^{*} \chi_{3}(\nu)+\tau^{*} \chi_{2}(\nu)<t^{*} \chi_{1}(\nu)$,
where $C=\max C^{\alpha, \beta}, \alpha, \beta=1,2, \ldots, N$. When deducing the latter inequality it is advisable to suppose at first
that $N=1$, and $C^{\alpha \beta}=0$. In this case in the inequality we would have 1 instead of the factors $1+N C$. In the last expression $N C$ accounts for the contribution of the term

$$
(-1)^{\nu} \sum_{\beta=1}^{N} C^{\alpha \beta} H_{m}^{\beta} H_{m+k}^{\beta}
$$

in the formula which defines $E_{\nu}^{\alpha}$.
Summing over all indices from $-\infty$ to $+\infty$ and using (18), we obtain

$$
\begin{aligned}
& 2(1+N C) F t^{*^{2}}\left[K_{41}^{2} \chi_{4}(\nu)+\left(K_{41} K_{14}+2 K_{14} K_{11}\right) \chi_{1}(\nu)\right] \\
& +2(1+N C) F \tau^{*}\left[K_{42}^{2} \chi_{4}(\nu)+\left(K_{42} K_{24}+2 K_{24} K_{22}\right) \chi_{2}(\nu)\right] \\
& +2(1+N C) F R^{*} 2\left[K_{43}^{2} \chi_{4}(\nu)+\left(K_{43} K_{34}+2 K_{34} K_{33}\right) \chi_{3}(\nu)\right] \\
& +4(1+N C) F t^{*} \tau^{*}\left[K_{42} K_{41} \chi_{4}(\nu)+\left(K_{43} K_{24}+K_{34} K_{23}\right) \chi_{2}(\nu)\right. \\
& \left.+K_{34} K_{32} \chi_{3}(\nu)\right] \\
& +4(1+N C) F \tau^{*} R^{*}\left[K_{43} K_{42} \chi_{4}(\nu)+\left(K_{43} K_{24}+K_{34} K_{23}\right) \chi_{2}(\nu)\right. \\
& \left.+K_{34} K_{32} \chi_{3}(\nu)\right] \\
& +4(1+N C) F R^{*} t^{*}\left[K_{43} K_{41} \chi_{4}(\nu)+\left(K_{43} K_{14}+K_{34} K_{13}\right) \chi_{3}(\nu)\right. \\
& \left.+K_{34} K_{31} \chi_{1}(\nu)\right] \\
& +\tau^{*} \chi_{2}(\nu)+R^{*} \chi_{3}(\nu)<t^{*} \chi_{1}(\nu), \quad \nu=1,2, \ldots, \infty .
\end{aligned}
$$

We suppose that $j_{2} \geqslant j_{1} ; j_{3} \geqslant j_{1}$; and $j_{4} \geqslant j_{1}$. Under this assumption $\chi_{2}(\nu) \leqslant \chi_{1}(\nu) ; \chi_{3}(\nu) \leqslant \chi_{1}(\nu)$; and $\chi_{4}(\nu) \leqslant \chi_{1}(\nu)$. If we put $\tau^{*}=p t^{*}$ and $R^{*}=q t^{*}$ and suppose that $p+q<1$, the above inequality is transformed into the inequality

$$
\begin{equation*}
t^{*}=t_{1}^{*}<\frac{1-p-q}{2(1+N C) F\left(U_{1}+p U_{2}+q U_{3}+p^{2} U_{4}+q^{2} U_{5}+p q U_{6}\right)}, \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& U_{1}=K_{41}^{2}+K_{41} K_{14}+2 K_{14} K_{11}, \\
& U_{2}=2\left(K_{42} K_{41}+K_{42} K_{14}+K_{24} K_{21}+K_{24} K_{12}\right), \\
& U_{3}=2\left(K_{43} K_{41}+K_{43} K_{14}+K_{34} K_{31}+K_{34} K_{13}\right), \\
& U_{4}=K_{42}^{2}+K_{42} K_{24}+2 K_{24} K_{22}, \\
& U_{5}=K_{43}^{2}+K_{43} K_{34}+2 K_{34} K_{33}, \\
& U_{6}=2\left(K_{45} K_{42}+K_{43} K_{24}+K_{34} K_{24}+K_{34} K_{32}\right) .
\end{aligned}
$$

Let us suppose that $t^{*}$ is so chosen that inequality (19) is satisfied. In respect to (13) that means that the absolute values of the left-hand side of the system (12) are less than the absolute values of those on the righthand side. In other words, if inequality (19) is satisfied, the set $U_{1}=U_{t}$ is such that $A\left(U_{1}\right) \in U_{1}$. And because by (13) $U_{1}$ is a bounded and convex set, it follows that condition 1 of Schauder's theorem has been satisfied. The second condition of Schauder's theorem demands that $A$ should be a completely continuous operator. Let us recall the definition of a completely continuous operator ${ }^{5}$ : the operator $A$ is completely continuous on the set $U_{1}$ if it is continuous on $U_{1}$ and compact on $U_{1}$, i. e., when $A$ maps every bounded subset of $U_{1}$ into a compact one. The operator $A$ is continuous on $U_{1}$. This is easily proved with regard to formula (23) from the next section. The compactness of $U_{1}$ is proved when taking into consideration that according to its definition $U_{1}$ is compact. ${ }^{20}$

Therefore, if condition (19) is satisfied, which with an
appropriate choice of the parameters $t^{*}, p$ and $q$ can always be achieved, then all the requirements for the applicability of Schauder's theorem are also satisfied. This result is expressed in the following theorem:

## Theorem 2:

Let (16) be satisfied. Let sequences of numbers

$$
\begin{align*}
& R_{-\xi}^{\alpha}, \alpha=1,2, \ldots, N ; \xi=0,1,2, \ldots, \infty \\
& \text { are known such that }\left|R_{-\xi}^{\alpha}\right| \leqslant \text { const } \chi\left(j_{3} ; \xi\right) \tag{20}
\end{align*}
$$

Then the algebraic system (12) has at least one solution $h_{v}^{\alpha}, \alpha=1,2, \ldots, N, \nu=1,2, \ldots, \infty$ such that $h_{\nu}^{\alpha}$ $=O\left[1 /|\nu|^{j_{1}}\right], j_{1}>1$.

Let in addition the condition (9) be satisfied.
Then the series (4) converge to the functions $H^{\alpha}(Z)$, $\alpha=1,2, \ldots, N$, which satisfy the conditions (3), (B), (C), (D). In the particular case when the sequences $H_{n}^{\alpha}, n=0$, $-1,-2$, are finite, the functions $H^{\alpha}(Z), Z \in D_{c}^{\alpha}(1$ $=R_{e}^{\alpha}>|Z| \geqslant R_{i}^{\alpha}=0$ ) are analytic.

Remark 1: Condition (16) can be replaced by the stronger condition:

The function $F^{\prime}(\varphi),-\frac{1}{2} \pi \leqslant \varphi \leqslant \frac{1}{2} \pi$ is bounded and

$$
\lim _{\varphi \rightarrow \Gamma / 2}\left[F(\varphi)\left(\frac{1}{2} \pi-\varphi\right)^{(1+\epsilon)}\right] \neq \infty
$$

Proof: In addition to the above motivation in proving the theorem we remark that $j_{3}>1$ and $j_{4}>1$, the first because of (20), and the second because $F_{n}^{\alpha}$ $=O\left[1 /|n|^{(1+\epsilon)}\right], 0<\epsilon \leqslant 1$. Then choosing $j_{2} \geqslant j_{1}$ and $j_{1}>1$, we can write $j_{4} \geqslant j_{1}, j_{3} \geqslant j_{1}$ and $j_{2} \geqslant j_{1}$, which was supposed in deriving (19). So we complete the proof of the first part of Theorem 2.

To prove the second part of the theorem, it is sufficient to demonstrate that the conditions of the inverse part of Theorem 1 are satisfied:

Condition (8) is indeed fulfilled. This is a consequence of the fact that according to the first part of Theorem 2 $\left|H_{n}^{\alpha}\right| \leqslant$ const $\chi\left(j_{1}, n\right) n=0,1,2, \ldots, \infty$. Condition (20) means that $\left|H_{n}^{\alpha}\right| \leqslant$ const $\chi\left(j_{3}, n\right)$. From here, in connection with a theorem of Ref. 18, Chap. II, Sec. 3, it follows that $V_{+}^{\alpha}(\varphi)$ and $V_{-}^{\alpha}(\varphi)$ exist and satisfy the Hölder condition with exponent $\epsilon, 0<\epsilon \leqslant 1$, on the interval $[-\pi-\eta, \pi+\eta]$, where $\eta$ is some positive number.

Condition (19) of Theorem 1 is also fulfilled because it figures in Theorem 2 as well.

Condition (7) of Theorem 1 is satisfied because it is a consequence of condition (16) of Theorem 2.

With this the proof of Theorem 2 is completed.
Let us consider the application of this theorem in two special cases.
(a) Suppose that $R_{-\xi}^{\alpha}=0, \xi=2,3, \ldots, \infty$ and $R_{-1}^{\alpha}$ $=\lambda_{\alpha} / 2$

With these assumptions and the appropriate choice of $C^{\alpha \beta}$ Low's problem corresponds to the problem resolved by means of the integral equation of Chew and Low. The existence of solution to this problem depends mainly on the properties of the cut-off function.

So in the case of the G. Salzman and F. Salzman's choice of cutoff function $f(x)=\left[(x-1)^{3 / 2} / 12 \pi\right] \exp \left[-\left(x^{2}\right.\right.$ $\left.-1) / 4 m_{\pi}\right]$, where $m_{\pi}$ is the meson mass, passing from $f(x)$ to $F(\varphi)$, we conclude that the condition of Remark 1 to Theorem 2 is satisfied. Hence the problem has at least one solution $H(Z)$ which is analytic at least in region $0<|Z|<1$. The existence of at least one solution to (1) was proved by Warnock ${ }^{7}$ through its direct investigation.
(b) Suppose that $R_{-\xi}^{\alpha}=0, \xi=1,2,3, \ldots, \alpha=1,2, \ldots, N$, i. e., the partial scattering amplitudes have no pole at the origin. For $N=3$ and with the appropriate choice of $C^{\alpha \beta}$ this problem is equivalent to the integral equation of Shirkov et al. ${ }^{3,4}$ for $\pi-\pi$ scattering in the low-energy region. If instead of the function $f(x)$ from Ref. 10 we use the function $f(x) e^{-k x}, k \rightarrow 0$ the results of Theorem 2 could be transferred directly to that case. If we conjecture that, we can put in the solution $k=0$, we may conclude that the Shirkov equation has at least one solution.

In particular cases as, for instance, in the case of the applications (a) and (b) of Theorem 2, the condition of analyticity (A) is satisfied. But in general Theorem 2 does not guarantee the fulfilment of this condition. More general conditions assuring the fulfilment of the four conditions are defined in the next theorem.

## Theorem 3:

Let (16) be satisfied. Let sequences of numbers
$R_{-\xi}^{\alpha}, \alpha=1,2, \ldots, N, \xi=0,1,2, \ldots, \infty$ are known such that $\left|R_{-\xi}^{\alpha}\right| \leqslant \operatorname{const}\left(R_{i}^{\alpha}\right)^{\xi}$, where $1>R_{i}^{\alpha}>0$ are constants.

Then the algebraic system (12) has at least one solution $h_{\nu}^{\alpha}, \alpha=1,2, \ldots, N ; \nu=1,2, \ldots, \infty$ such that $h_{\nu}^{\alpha}$ $=O\left[1 / \nu^{j_{1}}\right], j_{1}>0$.

Let in addition condition (9) be satisfied.
Then the series (4) converge for $1 \geqslant|Z|>R_{i}^{\alpha}$ to the functions $H^{\alpha}(Z) \alpha=1,2, \ldots, N$, which are analytic for $Z \in D_{c}^{\alpha}\left(1=R_{e}^{\alpha}>|Z|>R_{i}^{\alpha}\right)$ and satisfy the conditions (B), (C), (D).

Proof: Having in view condition (21) we introduce instead of $\chi\left(j_{3}, n\right)$ the function $\left(R_{i}^{\alpha}\right)^{-|n|}$.

We remark that the relations (13) and (14) hold also for Theorem 3 if relation (15) is substituted by (15')
$\left|R_{-\xi}^{\alpha}\right| \leqslant R^{*}\left(R_{i}^{\alpha}\right)^{\xi}, \alpha=1,2, \ldots, N ; \xi=0,1,2, \ldots, \infty$.
The proof of Theorem 3 can be carried out merely as a literal repetition of the proof of Theorem 2. For this purpose the relation (12) must be substituted with an analogous relation for the expression

$$
\sum_{n=-\infty}^{\infty} \chi_{1}(n)\left(R_{i}^{\alpha}\right)^{-|n+m|}
$$

This is easily achieved, observing that for $K$ large enough $\left(R_{i}^{\alpha}\right)^{-|n|} \leqslant K \chi\left(j_{3}, n\right)$ so that we get the relation

$$
\sum_{n=-\infty}^{\infty} \chi_{1}(n)\left(R_{i}^{\alpha}\right)^{-|n+m|} \leqslant K_{13}^{\prime} \chi_{1}(m)+K_{31}^{\prime} \chi_{3}(m)
$$

where

$$
K_{13}^{\prime}=K K_{13}, K_{31}^{\prime}=K K_{31}
$$

With (15') and (18 ) instead of (15) and (18) we repeat the reasoning leading to the proof of Theorem 2 and get the proof of Theorem 3. In Theorem 3 an extra moment is the proof of the analyticity of $H^{\alpha}(Z)$, which is trivial.

## IV. CONDITIONS UNDER WHICH THE SOLUTIONS OF LOW'S PROBLEM EXIST AND ARE UNIQUE

With a certain modification of the conditions of Theorem 2, one could guarantee not only the existence but also the uniqueness of the solutions of Low's problem. This can be achieved by means of the BanachCacciopoli contraction mapping principle. The latter is another variant of the fixed-point theorems which give not only the existence of the solution but also uniqueness and a method of calculating that solution. ${ }^{5,6}$

The Banach-Cacciopoli theorem reads ${ }^{5,6}$ :
Let $A$ be an operator defined on the complete metric space $X$ satisfying the following conditions:
(a) $A$ maps the space $X$ into itself, i.e., $A(X)_{\in X}$.
(b) In $X, A$ is a contracting operator, i. e., if $t^{\prime}$ and $t^{\prime \prime}$ are two elements of $X$ and if the distance in $X$ is denoted by $\rho$ then

$$
\rho\left[A\left(t^{\prime}\right), A\left(t^{\prime}\right)\right] \leqslant \lambda \rho\left[t^{\prime \prime}, t^{\prime}\right]
$$

where $\lambda<1$ is a constant.
Then Eq. (11) has one and only one solution, which can be obtained numerically by the method of successive approximations.

The first condition of the theorem is satisfied if inequality (19) is satisfied. This assertion needs some justifications. In Sec. III, where inequality (19) was derived, $t_{\nu}^{\alpha}, \alpha=1,2, \ldots, N, \nu=1,2, \ldots, \infty$ was supposed to be an element of the Banach space. This conclusion, however, does not depend on the choice of the functional space. On that account (19) is also used in the present section where the weaker assumption is made, viz. that $t_{\nu}^{\alpha}$ is an element of some complete metric space $X$.

The choice of $X$ is not unique. The proofs are, however, simplified if $X$ represents the closed set $U_{t}$, defined by (13) where the distance between the elements $t^{\prime \prime}$ and $t^{\prime}$ is given by the expression $\rho\left(t^{\prime \prime}, t^{\prime}\right)=\sup _{\alpha, \nu} \mid t_{\nu}^{\prime \prime \alpha}$ $-t_{\nu}^{\prime \alpha} \mid, \alpha=1,2, \ldots, N ; \nu=1,2, \ldots, \infty$. It is obvious that $X$ is a subspace of the space $C_{0}$ of the converging numerical sequences. ${ }^{6}$

The proof of the second condition of the BanachCacciopoli theorem is reduced to evaluation of the distance $\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]$.

Here again, as in the previous section, the conclusions are to be made with the assumption that $\alpha=N=1$ and $C^{\alpha \beta}=0$. The transfer to the general case $N \neq 0$ and $C^{\alpha \beta} \neq 0$ in the final result follows immediately.

We have

$$
\begin{aligned}
& \rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]=\max _{\nu} \sum_{\lambda, \mu} F(\nu ; \lambda-\mu)\left(t_{\lambda}^{\prime \prime} t_{\mu}^{\prime \prime}-t_{\lambda}^{\prime} t_{\mu}^{\prime}\right) \\
& +2 \sum_{\lambda, \mu} F(\nu ; \lambda-\mu) \tau_{\mu}\left(t_{\lambda}^{\prime \prime}-t_{\lambda}^{\prime}\right)+2 \sum_{\xi, \lambda} F(\nu ; \xi+\lambda) R_{-\xi}\left(t_{\nu}^{\prime \prime}-t_{\nu}^{\prime}\right)
\end{aligned}
$$

Setting $t_{\lambda}^{\prime \prime}=t_{\lambda}^{\prime}+\varphi_{\lambda}$, we obtain for $\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]$
$\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]$

$$
\begin{aligned}
& =\max _{\nu}\left(\sum_{\lambda, \mu} F(\nu ; \lambda-\mu)\left[\left(t_{\mu}^{\prime}+\frac{1}{2} \varphi_{\mu}\right) \varphi_{\lambda}+\left(t_{\lambda}^{\prime}+\frac{1}{2} \varphi_{\lambda}\right) \varphi_{\mu}\right]\right. \\
& \left.+2 \sum_{\lambda, \mu} F(\nu ; \lambda-\mu) \tau_{\mu} \varphi_{\lambda}+2 \sum_{\zeta, \lambda} F(\nu ; \xi+\lambda) R_{-\xi} \varphi_{\lambda}\right)
\end{aligned}
$$

Or, exchanging the indices in the last term of the bracketed expression on the right-hand side,
$\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]=\max _{\nu}\left(2 \sum_{\lambda, \mu} F(\nu ; \lambda-\mu)\left(t_{\mu}^{\prime}+\frac{1}{2} \varphi_{\mu}\right) \varphi_{\lambda}\right.$
$\left.+\sum_{\lambda, \mu} F(\nu ; \lambda-\mu) \tau_{\mu} \varphi_{\lambda}+2 \sum_{\xi, \lambda}^{\lambda, \mu} F(\nu ; \xi+\lambda) R_{-\xi} \varphi_{\lambda}\right)$.
From the definition of $\chi\left(j_{1} ; n\right)$ it follows that

$$
\varphi_{\mu} \leqslant 2 t^{*} \chi_{1}(\mu) \text { and } \varphi_{\lambda} \leqslant 2 t^{*} \chi_{1}(\lambda)
$$

We denote by $\phi$ the largest of the numbers $\varphi_{\lambda}$, $\lambda=1,2, \ldots, \infty$. Obviously, $\phi=\rho\left(t^{\prime \prime}, t^{\prime}\right)$. Then for $\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]$ we obtain
$\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right] \leqslant \max _{\nu}\left(4 t^{*} \sum_{\lambda, \mu}|F(\nu ; \lambda-\mu)| \chi_{1}(\mu)\right.$
$\left.+2 \tau^{*} \sum_{\lambda, \mu}|F(\nu ; \lambda-\mu)|_{\chi_{2}}(\mu)+2 R * \sum_{\langle, \lambda}|F(\nu ; \xi+\lambda)| \chi_{3}(\xi)\right) \phi$.

Introducing (17) into (22) we have

$$
\begin{aligned}
& \rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right] \\
& \quad<\max _{\nu}\left(4 t^{*} F \sum_{\lambda, \mu}\left[\chi_{4}(\nu-\lambda+\mu)+\chi_{4}(\nu+\lambda-\mu)\right] \chi_{1}(\mu)\right. \\
& \quad+2 \tau^{*} F \sum_{\lambda, \mu}\left[\chi_{4}(\nu-\lambda+\mu)+\chi_{4}(\nu-\lambda+\mu)\right] \chi_{2}(\mu) \\
& \left.\quad+2 R^{*} F \sum_{\ell, \lambda}\left[\chi_{4}(\nu+\xi+\lambda)+\chi_{4}(\nu-\xi-\lambda)\right]_{\chi_{3}}(\xi)\right) \phi .
\end{aligned}
$$

Strengthening the inequality we sum on $\mu$ and $\xi$ from $-\infty$ to $+\infty$. Making repeated use of (18), we obtain

$$
\begin{aligned}
& \rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right] \leqslant \max _{\nu} \sum_{\lambda}\left(4 t ^ { * } F \left[K_{41} \chi_{4}(\nu-\lambda)+K_{14} \chi_{1}(\nu-\lambda)\right.\right. \\
& \left.\quad+K_{41} X_{4}(\nu+\lambda)+K_{14} \chi_{1}(\nu+\lambda)\right]+2 \tau^{*} F\left[K_{42} \chi_{4}(\nu-\lambda)\right. \\
& \left.\quad+K_{24} \chi_{2}(\nu-\lambda)+K_{42} \chi_{4}(\nu+\lambda)+K_{24} \chi_{2}(\nu+\lambda)\right] \\
& \quad+2 R^{*} F\left[K_{43} \chi_{4}(\nu+\lambda)+K_{34} X_{3}(\nu+\lambda)\right. \\
& \left.\left.\quad+K_{43} X_{4}(\nu-\lambda)+K_{34} \chi_{3}(\nu-\lambda)\right]\right) \phi
\end{aligned}
$$

There remains the sum over $\lambda$. Strengthening the inequality we sum from $-\infty$ to $\infty$. For instance, let us consider the sum

$$
\sum_{\lambda=-\infty}^{\infty} x_{4}(\nu-\lambda)
$$

With the substitution $\nu-\lambda=\bar{\lambda}$ we have
$\sum_{\lambda=-\infty}^{\infty} \chi_{4}(\nu-\lambda)=\sum_{\lambda=-\infty}^{-1} \frac{1}{|\bar{\lambda}|^{j_{4}}}+1+\sum_{\lambda=1}^{\infty} \frac{1}{(\bar{\lambda})^{j_{4}}}=2 \zeta_{4}+1$,
where $\zeta_{4}$ means $\zeta\left(j_{4}\right)$. Making repeated use of this formula in the latter inequality, for $\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]$ we obtain

$$
\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]<F\left(t^{*} V_{1}+\tau^{*} V_{2}+R^{*} V_{3}\right) \phi
$$

where

$$
\begin{aligned}
& V_{1}=8 K_{41}\left(2 \zeta_{4}+1\right)+8 K_{14}\left(2 \zeta_{1}+1\right), \\
& V_{2}=4 K_{42}\left(2 \zeta_{4}+1\right)+4 K_{24}\left(2 \zeta_{2}+1\right), \\
& V_{3}=4 K_{43}\left(2 \zeta_{4}+1\right)+4 K_{34}\left(2 \zeta_{3}+1\right)
\end{aligned}
$$

Passing to the general case $N>1$ and $C^{\alpha \beta} \neq 0$, as in the former section, we obtain the formula

$$
\begin{equation*}
\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right]<(1+N C) F\left(t^{*} V_{1}+\tau^{*} V_{2}+R^{*} V_{3}\right) \phi \tag{23}
\end{equation*}
$$

It follows from (23) that for all the elements of the set $U_{t}$ the operator $A(t)$ is continuous since at $\phi \rightarrow 0$, $\rho\left[A\left(t^{\prime \prime}\right), A\left(t^{\prime}\right)\right] \rightarrow 0$, a result which was used in the former section. As $\phi=\rho\left(t^{\prime \prime}, t^{\prime}\right)$, it follows from (23) that the second condition of the Banach-Cacciopoli theorem requires that the inequality

$$
(1+N C) F\left(t^{*} V_{1}+\tau^{*} V_{2}+R^{*} V_{3}\right)=\gamma<1
$$

is satisfied. Or, with the notations $\tau^{*}=p t^{*}$ and $R^{*}=q t^{*}$

$$
\begin{equation*}
t^{*}<t_{2}^{*}=\left[(1+N C) F\left(V_{1}+p V_{2}+q V_{3}\right)\right]^{-1} \tag{24}
\end{equation*}
$$

The first condition of the Banach-Cacciopoli theorem is satisfied if in (19) we choose $t^{*}<t_{1}^{*}$. For the second condition it is necessary for $t^{*}$ to be less than the number $t_{2}^{*}$, defined in (24). For that reason the BanachCacciopoli theorem can be applied to Low's problem if the smaller of the numbers $t_{1}^{*}$ and $t_{2}^{*}$ is chosen for $t^{*}$. That gives us grounds for formulating the following theorem:

## Theorem 4:

Let (16) and (20) be satsified. Let $t^{*}$ be the smaller of the numbers $t_{1}^{*}$ and $t_{2}^{*}$ defined in (19) and (24), respectively.

Then the algebraic system (12) has one and only one solution $t_{\nu}^{\alpha}, \alpha=1,2, \ldots, N, \nu=1,2, \ldots, \infty$ which satisfies the inequalities $\left|t_{\nu}^{\alpha}\right| \leqslant t^{*} \chi\left(j_{1}, \nu\right)$.

Let in addition the condition (9) be satisfied.
Then the series (4) converge for $|Z|=1$ to one and only one set of functions $H^{\alpha}(Z), \alpha=1,2, \ldots, N$, which satisfy conditions (3), (B), (C), (D).

The proof of the theorem was actually made above. We have only to add that in the Theorem 2 the first two conditions ensure the inequalities $j_{4}, j_{3}, j_{2} \geqslant j_{1}>1$, which are necessary for the deduction of (19). Similarly as in Theorem 2 the last condition is necessary to guarantee the correspondence between the algebraic and abstract version of the problem. The proof of the last assertion of Theorem 4 follows immediately from Remark 1 to Theorem 1.

As can be proved, Theorem 3 guarantees not only the existence but also the uniqueness of solutions to a problem (A), (B), (C), (D) corresponding to the Chew and Low equation and as we conjecture to that of Shirkov. As in Sec. III, in the latter case we must replace $f(x)$ by $f(x) e^{-k x}, k \rightarrow 0$, and then put $k=0$ in the solution.

If we are interested in the case when $H(Z)$ is analytic in a circular ring, then Theorem 4 must be replaced by the theorem

Theorem 5: Let (16), (21), and (25) be satisfied. Then the algebraic system (12) has at least one solution $h_{v}^{\alpha}$, $\alpha=1,2, \ldots, N ; \nu=1,2, \ldots, \infty$ such that $h_{\nu}^{\alpha}=O\left[1 /|\nu|^{j_{1}}\right]$, $j_{1}>1$. If in addition the condition (9) is satisfied, then the series (4) converge for $1 \leqslant|Z|>R_{i}^{\alpha}$ to one and only one set of functions $H^{\alpha}(Z), \alpha=1,2, \ldots, N$ which satisfy the conditions (B), (C), (D) and are analytic in the region $D_{c}^{\alpha}\left(R_{e}^{\alpha}=1>|Z|>R_{i}^{\alpha}>0\right)$.

The proof of Theorem 5 is analogous to that of Theorem 4, except at a few points where, as in Theorem 3, the function $\left(R_{i}^{\alpha}\right)^{-1 n \mid}$ is introduced instead of the function $\chi\left(j_{3}, n\right)$.

## V. CONCLUSION

In this paper a generalization of Low's integral equation (1) was studied. The generalized problem under the name of Low's problem in Sec. II, is formulated as the problem (A), (B), (C), (D) and the algebraic problem (5). The conditions under which the two formulations are equivalent are specified by Theorem 1. The conditions for existence and uniqueness of solutions to Low's problem in its abstract and algebraic formulations are given in Theorems 2, 3, 4, and 5.

The results obtained in this paper partially coincide with the results in Refs. 7-11. In some cases they are more general and in others less so.

So, for example, the methods developed in Refs. 7 and 8 can be used for the examination of a kind of Low's problem which is more general than the integral equation (1) but less so than Low's problem considered here. The generalization consists in the replacement in (1) of the inhomogeneous term $\lambda_{\alpha} / z$, by the series

$$
\frac{\lambda_{\alpha}}{z}+\sum_{n=2}^{\infty} \frac{R_{-n}^{\alpha}}{z^{n}} .
$$

In this case $h^{\alpha}(z)$ could have not only a single pole at $z=0$ but also singularities in a larger domain. More precisely the region which is the point $Z=0$ in the case of equation (1) after the generalization of (1) would become a circle $C$ with the center $z=0$ and radius $r<1$. Circles $C$ with $r>1$ are excluded on the following ground: When $C$ has a radius $r>1$, the coefficients $R_{-n}^{\alpha}$ would contain information of the unknowns $h^{\alpha}(z)$. This would complicate the problem in the case $r>1$ to such an extent that the treatment of the integral equation would not be possible by simple generalization of the methods in Refs. 7 and 8. For the algebraic method which was developed here $s_{I}^{\alpha}$ is not restricted in such a way-it can, in principle, coincide even with the cut plane $z$.

There are, however, other problems where the approach of the integral equations is more efficient. These are, for example, the proof of the existence of resonant solutions and the proof of their multiplicity. Although in both cases the investigation on the basis of the algebraic system is possible, it would give less interesting results than the direct analysis of the integral equations.

Interesting results may be expected in studying the behavior of the solution of Low's problem for $\varphi \rightarrow \pm \frac{1}{2} \pi$. Investigations in this direction are now in progress.
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# Properties of two-phase "cell materials" 
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"Symmetric cell materials" and "asymmetric cell materials" were defined by Miller in connection with the physical properties (such as the effective dielectric constant) of two-phase solid mixtures. It is shown here that while the "symmetric cell material" is self-consistent, the "asymmetric cell material" is not: The postulated three-point probabilities do not add up to the correct one-point probabilities. A self-consistent generalization of the "symmetric cell material", based on the requirement that a certain integral must reduce to an integral over a finite region, is developed, and one construction procedure for producing such a material is described.

## 1. INTRODUCTION

In a study of the physical properties of two-phase solid mixtures, Miller ${ }^{1,2}$ introduced the concept of a "symmetric cell material". For such a material, the upper and lower bounds ${ }^{3}$ to such quantities as the effective dielectric constant are somewhat closer than for a general two-phase mixture. The symmetric cell material can be defined most simply by describing a mathematical procedure for constructing one: first divide the space by some random procedure into statistically equivalent ${ }^{4}$ cells, then assign each cell randomly and independently to material $A$ or to material $B$ with probabilities $p$ and $q=1-p$, respectively. It follows that, given that two points are in different cells, each of the two points has, independently of the other, probability $p$ of being in material $A$ and probability $q$ of being in material $B$.

Miller" also introduced the concept of an "asymmetric cell material." For it, the cells of one component material are not statistically equivalent (as regards shape or size) to the cells of the other. Consequently some other definition than that given above is necessary. Miller specifies that "the material property $\epsilon$ of a cell is statistically independent of the material property of any other cell." It is not obvious that the postulated statistical independence is compatible with distinguishability of the two types of cell, or that Miller's recipes for constructing such a material will indeed lead to one that satisfies his definition. To get a clear idea of what is meant, one must examine the specific three-point probabilities postulated.

In Sec. 2 it will be shown that Miller's "asymmetric cell material" is in fact not self-consistent: The threepoint probabilities do not add up to the correct one-point probabilities. In Sec. 3 a self-consistent generalization of the "symmetric cell material" will be developed. The property required of it is that, like the "symmetric cell material," it must reduce a certain integral to an integral over a finite region; this is the property that leads to the improvement in upper and lower bounds mentioned earlier.

In Sec. 4 a specific model, based on a definite construction procedure, will be described and will be shown to possess the general properties derived in Sec. 3. In Sec. 5 some conclusions will be drawn.

## 2. MILLER'S "ASYMMETRIC CELL MATERIAL"

In this section Miller's notation will be used, with some small modifications. A point chosen at random
has probability $\phi$ of being in material $A$ (Miller's material 1) and probability $1-\phi$ of being in material $B$ (his material 2). For three points 1, 2, 3, with position vectors $r_{1}, r_{2}, r_{3}$, the various joint and conditional probabilities, because of the assumed statistical homogeneity, depend only on the two relative position vectors $\mathbf{r}=r_{2}-r_{1}$ and $s=r_{3}-r_{1}$ (Miller therefore takes $r_{1}=0$ ); and because of the assumed statistical isotropy, these probabilities are invariant to a rigid rotation of the triangle formed by the three points. They may therefore be taken to be functions of $r=|r|, s=|s|$, and a third variable. We shall choose as this third variable the third side of the triangle, $t=\left|r_{23}\right|=\left|r_{3}-r_{2}\right|=|s-r|$ (see Fig. 1).

The variables $r, s$, and $t$ are in a certain sense not completely independent, since they are subject to triangular inequalities. For our purposes, however, the important property of $r, s$, and $t$ is that whatever values they have, the value of one of them can always be changed (though perhaps in only one direction) without changing the others; for example, $t$ can be changed at constant $r$ and $s$ by rotating $r$ or $s$ about point 1 . From the independence of $r, s$, and $t$ in this sense, it follows that if $f(r)=g(s)$, then $f(r)=$ const; for $f(r)$ is not affected by a change of $s, g(s)$ is not affected by a change of $r$, and therefore the common value of these two quantities is not affected by a change of $r$ or of $s$.

We shall encounter three types of function, for which certain abbreviated notations are convenient. (In the following illustrations, the letters $f, v$, and $u$ may be replaced by other letters.)
(1) A function $f(r)$ of the distance $r$ between points 1 and 2. Our abbreviated notation will be

$$
\begin{equation*}
f \equiv f(r), \quad f^{\prime} \equiv f(s), \quad f^{\prime \prime} \equiv f(t) \tag{2.1}
\end{equation*}
$$

(2) A function $v(r ; s, t)$ of the three distances $r, s$, and $t$, invariant to an interchange of $s$ and $t$ but not to an interchange of $r$ and $s$. We shall use the abbreviated notation

$$
\begin{equation*}
v(r ;) \equiv v(r ; s, t)=v(r ; t, s) \tag{2.2}
\end{equation*}
$$

and the still more abbreviated notation

$$
\begin{equation*}
v \equiv v(r ;), \quad v^{\prime} \equiv v(s ;), \quad v^{\prime \prime} \equiv v(t ;) \tag{2.3}
\end{equation*}
$$

(3) A function $u(r, s, t)$ invariant to all permutations of $r, s$, and $t$ :

$$
\begin{equation*}
u \equiv u(r,) \equiv u(r, s, t)=u(r, t, s)=u(s, r, t) \tag{2.4}
\end{equation*}
$$

The primed notation is that used by Miller; the more explicit notation $f(r), v(r ;), u(r$,$) is helpful in applica-$


FIG. 1. Notation for describing the relative positions of three points $1,2,3$. In most of this article, the independent variables chosen are $r, s$, and $t$.
tions of the theorem of the preceding paragraph.
Miller's three-point probabilities are listed and defined in Table I. The possible states are listed in column 1, where, for example, an entry $A$ in the subcolumn headed 1 means that point 1 is in material $A$, and brackets enclose points that are in the same cell. (The brackets in " $A] B$ [ $A$ " are to be interpreted as enclosing the two $A$ 's. Two points in the same cell are automatically in the same material.) The corresponding probabilities are listed in column 2. They are expressed by Miller in terms of the conditional probabilities defined in columns 3 and 4 . Here column 3 shows the condition under which the conditional probability in column 4 is defined; the state of which it is the conditional probability is the state or group of states in column 1 . Thus $g_{1}$ is the conditional probability that all three points are in a single $A$ cell, given that point 1 is in $A$; the condition can equally be that point 2 or point 3 is in $A$, but for simplicity these alternates have not been indicated in the table. Again, $h_{1}$ is the conditional probability that points 1 and 2 are in a single $A$ cell, given that point 1 (or equivalently point 2 ) is in $A$. The other $g$ and the other $h$ 's are defined similarly. Finally, $Z$ is the probability that the three points are in three separate cells; its value, in order that the total probability may be unity, is

$$
\begin{equation*}
Z=1-\phi\left(g_{1}+h_{1}+h_{1}^{\prime}+h_{1}^{\prime \prime}\right)-(1-\phi)\left(g_{2}+h_{2}+h_{2}^{\prime}+h_{2}^{\prime \prime}\right) . \tag{2.5}
\end{equation*}
$$

From the forms of the probabilities in column 2, it is evident that the "statistical independence" of the definition has been interpreted as follows: The conditional probability that point 1 is in $A$ or $B$, given that points 2 and 3 are not in the same cell with it, is independent of whether the other points are in a single cell or in two different cells and of which materials they are in, and is $\phi$ for $A, 1-\phi$ for $B$. Thus the probability of $B[A A]$ has been found by multiplying the probability that points 2 and 3 are in a single $A$ cell, namely $\phi h_{1}^{\prime \prime}$, by 1-ф.

Is the independence thus postulated consistent with the assumption of different functions $g_{1}$ and $g_{2}$, etc., for the two materials?

The test of the consistency of a set of three-point probabilities is that they must give the correct one-point probabilities; it is not sufficient that they give the cor-
rect total probability 1 . In this case the probability that any one point shall be in $A$ must be $\phi$; and in $B, 1-\phi$.

On adding all the probabilities for states in which point 1 is in $A$ and equating the sum to $\phi$, we get

$$
\begin{equation*}
\phi\left[g_{1}+h_{1}+h_{1}^{\prime}+\phi h_{1}^{\prime \prime}+(1-\phi) h_{2}^{\prime \prime}+Z\right]=\phi \tag{2.6}
\end{equation*}
$$

whence (except in the trivial case $\phi=0$ )

$$
\begin{equation*}
g_{1}+h_{1}+h_{1}^{\prime}+\phi h_{1}^{\prime \prime}+(1-\phi) h_{2}^{\prime \prime}+Z=1 \tag{2.7}
\end{equation*}
$$

Similarly we get for point 2

$$
\begin{equation*}
g_{1}+h_{1}+h_{1}^{\prime \prime}+\phi h_{1}^{\prime}+(1-\phi) h_{2}^{\prime}+Z=1 \tag{2.8}
\end{equation*}
$$

Subtraction gives

$$
\begin{equation*}
(1-\phi)\left(h_{1}^{\prime}-h_{1}^{\prime \prime}+h_{2}^{\prime \prime}-h_{2}^{\prime}\right)=0 \tag{2.9}
\end{equation*}
$$

whence

$$
\begin{equation*}
h_{1}^{\prime}-h_{2}^{\prime}=h_{1}^{\prime \prime}-h_{2}^{\prime \prime} \tag{2.10}
\end{equation*}
$$

Now the conditional probability that 1 and 2 are both in the same $A$ cell, given that 1 is in $A$, is

$$
\begin{equation*}
f_{1}=f_{1}(r)=g_{1}+h_{1} \tag{2.11}
\end{equation*}
$$

and is a function of $r$ only. Hence we may (as Miller did) express the asymmetric function $h_{1}(r ;)$ in terms of the symmetric function $g_{1}(r$,$) and the function f_{1}(r)$ of a single variable:

$$
\begin{equation*}
h_{1}=f_{1}-g_{1} . \tag{2.12}
\end{equation*}
$$

Similarly $h_{2}=f_{2}-g_{2}$; also $h_{1}^{\prime}=f_{1}^{\prime}-g_{1}, \quad h_{1}^{\prime \prime}=f_{1}^{\prime \prime}-g_{1}$,
$h_{2}^{\prime}=f_{2}^{\prime}-g_{2}, h_{2}^{\prime \prime}=f_{2}^{\prime \prime}-g_{2}$. With these substitutions, (2.10) becomes

$$
\begin{equation*}
f_{1}^{\prime}-f_{2}^{\prime}=f_{1}^{\prime \prime}-f_{2}^{\prime \prime} \tag{2.13}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{1}(s)-f_{2}(s)=f_{1}(t)-f_{2}(t) \tag{2.14}
\end{equation*}
$$

By the theorem of the second paragraph of this section, it follows from Eq. (2.14) that $f_{1}(s)-f_{2}(s)=$ const. We suppose that the cells are of finite size, or at least have a distribution of sizes such that the probability of maximum linear cell dimension $L$ approaches zero as $L \rightarrow \infty$; then $f_{1}(s)$ and $f_{2}(s)$ approach zero as $s \rightarrow \infty$, and therefore the constant is zero, and

$$
\begin{equation*}
f_{2}=f_{1}, f_{2}^{\prime}=f_{1}^{\prime}, f_{2}^{\prime \prime}=f_{1}^{\prime \prime} \tag{2.15}
\end{equation*}
$$

Returning now to (2.7) and inserting (2.12) and (2.15), we get

$$
\begin{equation*}
(1-\phi)\left(g_{1}-g_{2}\right)=0 \tag{2.16}
\end{equation*}
$$

and hence

$$
\begin{equation*}
g_{2}(r,)=g_{1}(r,) \tag{2.17}
\end{equation*}
$$

From (2.15) and (2.17) it follows that $h_{2}=h_{1}$, etc. Thus all the functions are the same for materials $A$ and $B$. That is, the three-point probabilities postulated by Miller are consistent only if the material is symmetric; if $g_{1} \neq g_{2}$ and so on, they do not add up to the correct onepoint probabilities.

The same result can be obtained by setting the total proability that a point is in $B$ equal to $1-\phi$. This condition and the one used are not independent, because

TABLE I. Three-point probabilities and conditional probabilities according to Miller.

$Z$ has been given a value that insures that the sum of the two probabilities in question is unity.

It might seem that we could rescue the model by interpreting the $\phi$ of the three-point probabilities as a quantity (perhaps a function of $r, s$, and $t$ ) different from the one-point probability (or volume fraction) $p$. But then the probability that points 1 and 2 are both in the same $A$ cell becomes $\phi\left(g_{1}+h_{1}\right)=\phi f_{1}=\phi(r, s, t) f_{1}(r)$. Since this must be a function only of $r, \phi$ must be independent of $s$ and $t$. By a similar argument for points 1 and 3, $\phi$ must be independent of $r$ and $t$. Hence $\phi$ must be a constant, equal to its value at $r=s=t=\infty$. But there the only states with nonvanishing probabilities are the last eight in Table 1, whose probabilities are clearly $p^{3}$, $p^{2}(1-p)$, etc.; the $g$ 's and $h$ 's are all zero, $Z=1$, and we have $\phi^{3}=p^{3}, \phi^{2}(1-\phi)=p^{2}(1-p)$, etc., i.e. $\phi=p$. Thus we return to the original model.

## 3. A SELF-CONSISTENT ASYMMETRIC GENERALIZATION OF THE "SYMMETRIC CELL MATERIAL"

Since the "asymmetric cell material" as defined by Miller is not self-consistent, the asymmetric generalization of the "symmetric cell material" must take some other form. Such a generalization is the topic of this section.

We define "cells" as nonoverlapping regions, each of which contains only one of the individually homogeneous component materials. Since a cell as thus defined can always be divided into smaller cells, the division into cells is not unique. It could be made so by requiring that no two cells of the same material have a surface of contact, but for our purposes such a requirement would not be helpful. We shall suppose merely that the division has been made in some definite way, and that the cells are of finite size (or at least have a size distribution such
that the probability of maximum dimension $L$ approaches zero as $L$ becomes infinite).

According to this definition, all two-phase mixtures may be considered to be composed of cells. In Miller's "symmetric cell material," the distribution of the two materials among the cells is statistically independent of the distribution of any other property that distinguishes different cells; in consequence, certain integrals over the specimen or over space reduce to integrals over a cell. The generalization undertaiken here is a generalization of this property to a less restricted class of twophase materials. Accordingly, we shall first consider an arbitrary two-phase mixture, and shall find the general form that the one-, two-, and three-point probabilities must take; we shall then determine what conditions may be imposed in order that the material may possess the desired property.

In this section, we shall use joint probabilities instead of conditional probabilities and shall use the notation $p$ and $q$ instead of $\phi$ and $1-\phi$.

We consider first the one-point probabilities. These are very simple: probability $p$ that a point $r$ picked at random is in material $A$, probability $q$ that it is in $B$; in order that the total probability may be unity, $p$ and $q$ must satisfy the constraint

$$
\begin{equation*}
p+q=1 \tag{3.1}
\end{equation*}
$$

Since we assume statistical homogeneity, $p$ and $q$ are constants, independent of $r$.

We consider next the two-point probabilities. These are shown in Table II for points 1 and 2. We have used a single symbol $R$ for the probability that 1 is in $A$ and 2 in $B$ and for the probability that 1 is in $B$ and 2 in $A$. Their equality follows from the postulated statistical homogeneity and isotropy; these enable us, without alteration of the probability, to translate points 1 and 2 rigidly until 1 is where 2 was, and then to rotate $r_{12}$ rigidly about the new position of 1 until 2 is where 1 was. The homogeneity and isotropy also insure that all the probabilities listed are functions of $r$ only, and not of $r_{1}$ and $r_{2}$ separately or of the direction of $r_{12}$. The corresponding probabilities for points 1 and 3 are $P^{\prime}=P(s)$, etc.; for points 2 and $3, P^{\prime \prime}=P(t)$, etc.

These probabilities must satisfy the constraints: total probability that 1 is in $A=p$, total probability that 1 is in $B=q$; and similarly for point 2. Explicitly,

$$
\begin{align*}
& P+P^{*}+R=p  \tag{3.2}\\
& Q+Q^{*}+R=q \tag{3.3}
\end{align*}
$$

TABLE II. Most general two-point probabilities.

|  | State | Probability | Value at $r=0$ | Value at $r=\infty$ |
| :--- | :---: | :--- | :--- | :--- |
| 1 | 2 |  |  |  |
| $[A$ | $A]$ | $P \equiv P(r)$ | $P$ | 0 |
| $[B$ | $B]$ | $Q \equiv Q(r)$ | $q$ | 0 |
| $A$ | $A$ | $P^{*} \equiv P^{*}(r)$ | 0 | $p^{2}$ |
| $A$ | $B$ | $R \equiv R(r)$ | 0 | $p q$ |
| $B$ | $A$ | $R \equiv R(r)$ | 0 | $p q$ |
| $B$ | $B$ | $Q^{*} \equiv Q^{*}(r)$ | 0 | $q^{2}$ |

TABLE III. Most general three-point probabilities.

| State |  |  | Probability |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  |
| [ $A$ | A | A] | $S_{A} \equiv S_{A}(r$, |
| [B | $B$ | $B]$ | $S_{B} \equiv S_{B}(r$, |
| [ $A$ | A] | A | $T_{A A} \equiv T_{A A}\left(r_{;}\right)$ |
| [A | A] | B | $T_{A B} \equiv T_{A B}(r ;)$ |
| $[B$ | B] | A | $T_{B A} \equiv T_{B A}\left(r_{;}\right)$ |
| [B | $B]$ | B | $T_{B B} \equiv T_{B B}\left(r_{;}\right)$ |
| A] | A | [ $A$ | $T_{A A}^{\prime} \equiv T_{A A}(s ;)$ |
| A] | B | [A | $T_{A B}^{\prime} \equiv T_{A B}(s ;)$ |
| B] | A | [B | $T^{\prime \prime}{ }^{\prime} \equiv T_{B A}(s ;)$ |
| B] | $B$ | [B | $T_{B B}^{\prime} \equiv T_{B B}(s ;)$ |
| A | [A | A] | $T_{A A}^{\prime \prime} \equiv T_{A A}(t ;)$ |
| B | [ $A$ | A] | $T_{A B} \equiv T_{A B}(t ;)$ |
| A | $[B$ | ${ }^{\text {B] }}$ | $T_{B A}^{\prime \prime} \equiv T_{B A}(t ;)$ |
| B | [B] | $B]$ | $T_{B B}^{B} \equiv T_{B B}\left(t_{;}\right)$ |
| A | A | A | $U_{A A A} \equiv U_{A A A}(r$, |
| A | A | B | $U_{A A B} \equiv U_{A A B}\left(r_{;}\right)$ |
| A | B | A | $U_{A B A} \equiv U_{A A B}^{\prime} \equiv U_{A A B}(s ;)$ |
| ${ }^{\text {A }}$ | B | $B$ | $U_{A B B} \equiv U_{B B A}^{*} \equiv U_{B B A}(t ;)$ |
| B | A | A | $U_{B A A} \equiv U_{A A B}^{*} \equiv U_{A A B}(t ;)$ |
| $B$ | A | B | $U_{B A B} \equiv U_{B B A}^{\prime} \equiv U_{B B A}(s ;)$ |
| B | B | A | $U_{B D A} \equiv U_{B A A}(r ;)$ |
| B | $B$ | $B$ | $U_{B B B} \equiv U_{B B B}(r$, |

These enable us to express two of the two-point probabilities in terms of the other three.

The third and fourth columns of Table II show the limiting values of $P, Q$, etc. at $r=0$ and at $r=\infty$. At $r=0$, the probability that one point is in $A$ or $B$ is $p$ or $q$, respectively, and the other is then certain to be in the same cell and in the same material. At $r=\infty$, the two points have zero probability of being in the same cell, and their material probabilities are independent. [If the $A$ cells have a maximum linear dimension $L_{A}$ and the $B$ cells a maximum linear dimension $L_{B}$, then $P$ vanishes for $r>L_{A}$ and $Q$ for $r>L_{B}$. When $r>L_{A}$ and $L_{B}$, both $P$ and $Q$ vanish, and the constraints (3.2) and (3.3) enable us to express $P^{*}$ and $Q^{*}$ in terms of $R$, though not to replace $P^{*}$ by $p^{2}$ and so on.]

Finally, we consider the three-point probabilities. These are shown in Table III. The first column is the same as in Table I. The second column lists the symbols that will be used for the probabilities, in the abbreviated notation $S_{A}, T_{A A}, T_{A A}^{\prime}$, etc. and in the less abbreviated notation $S_{A}(r),, T_{A A}(r ;), T_{A A}(s ;)$, etc. Although there are 22 different states, the probabilities can be expressed by means of only 10 different functions $S_{A}, S_{B}, T_{A A}, T_{A B}, T_{B A}, T_{B B}, U_{A A A}, U_{B B B}, U_{A A B}, U_{B B A}$ by permuting the arguments. Among the probabilities of states with the points in three separate cells, $U_{A A A}$ and $U_{B B B}$ are symmetric in all three variables, whereas $U_{A A B}$ and $U_{B B A}$ are symmetric only in $s$ and $t$.

The values of the ten different functions in limiting cases are shown in Table IV. These are based on the principles (1) that when two points coincide, they are certain to be in the same cell and the same material; and (2) that when one point is infinitely distant from the other two points, its probabilities and theirs are independent. Under the conditions listed, the three-point probabilities can be expressed simply in terms of the two -point. Such cases as $r=s=0$ and $r=s=\infty, t=0$ or
$\infty$ need not be listed specially; they follow from the entries in Table IV by use of the further limiting values in Table II. The limiting values of such functions as $T_{A B}^{\prime}$ can be found by appropriate permutation of the variables $r, s, t$.

The probabilities in Table III are subject to the constraints that they must add up to the correct two -point probabilities of Table II. Thus the sum of the probabilities of all states with points 1 and 2 in a single $A$ cell, namely $S_{A}+T_{A A}+T_{A B}$, must equal the probability $P$ that points 1 and 2 are in a single $A$ cell: $S_{A}(r)+,T_{A A}(r ;)$ $+T_{A B}(r ;)=P(r)$. By carrying out this addition for each state of points 1 and 2 , we get the following six constraints:

$$
\begin{align*}
& S_{A}+T_{A A}+T_{A B}=P \\
& S_{B}+T_{B A}+T_{B B}=Q  \tag{3.4}\\
& T_{A A}^{\prime}+T_{A A}^{\prime \prime}+U_{A A A}+U_{A A B}=P^{*}  \tag{3.5}\\
& T_{B B}^{\prime}+T_{B B}^{\prime \prime}+U_{B B B}+U_{B B A}=Q^{*} \\
& T_{A B}^{\prime}+T_{B A}^{\prime \prime}+U_{A A B}^{\prime}+U_{B B A}^{\prime \prime}=R  \tag{3.6}\\
& T_{B A}^{\prime}+T_{A B}^{\prime \prime}+U_{A A B}^{\prime \prime}+U_{B B A}^{\prime}=R
\end{align*}
$$

The last two of these are not independent; one can be obtained from the other by interchanging the arguments $s$ and $t$. The constraints obtained by considering the probabilities for points 1 and 3, and for poìnts 2 and 3 , need not be written separately; they can be obtained from the above by permutation of arguments.

We can solve Eqs. (3.4) for $T_{A B}$ and $T_{B A}$, and Eqs. (3.5) for $U_{A A B}$ and $U_{B B A}$. Substitution of appropriately permuted forms of the results in either of Eqs. (3.6) then gives a constraint which, by use of the two-point constraints (3.2) and (3.3), can be simplified to

$$
\begin{align*}
S_{A} & +S_{B}+\left(T_{A A}+T_{A A}^{\prime}+T_{A A}^{\prime \prime}\right)+\left(T_{B B}+T_{B B}^{\prime}+T_{B B}^{\prime \prime}\right) \\
& +U_{A A A}+U_{B B B}=1-\left(R+R^{\prime}+R^{\prime \prime}\right) \tag{3.7}
\end{align*}
$$

In this relation between three-point and two-point functions, those functions that are not themselves symmetric in $r, s$, and $t$ occur in symmetric combinations such as $R+R^{\prime}+R^{\prime \prime}$.

If the functions that appear in this constraint are assigned arbitrary values consistent with it and with the limiting values at 0 and $\infty$, the other three - and two-point functions can be found from the other con-

TABLE IV. Values of the three-point probabilities in limiting cases.

| Function | Value at | Value at | Value at | Value at |
| :--- | :--- | :--- | :--- | :--- |
|  | $r=0$, | $t=0$, | $r=s=\infty$, | $s=t=\infty$, |
|  | $s=t$ | $s=r$ | $t$ finite | $r$ finite |
| $S_{A}(r)$, | $P(s)$ | $P(r)$ | 0 | 0 |
| $S_{B}(r)$, | $Q(s)$ | $Q(r)$ | 0 | 0 |
| $T_{A A}(r ;)$ | $P^{*}(s)$ | 0 | 0 | $P(r) p$ |
| $T_{A B}(r ;)$ | $R(s)$ | 0 | 0 | $P(r) q$ |
| $T_{B A}(r)$ | $R(s)$ | 0 | 0 | $Q(r) p$ |
| $T_{B B}(r)$ | $Q^{*}(s)$ | 0 | 0 | $Q(r) q$ |
| $U_{A A A}(r)$ | 0 | 0 | $p P^{*}(t)$ | $P^{*}(r) p$ |
| $U_{A A B}(r)$ | 0 | 0 | $p R(t)$ | $P^{*}(r) q$ |
| $U_{B B A}(r ;)$ | 0 | 0 | $q R(t)$ | $Q^{*}(r) p$ |
| $U_{B B B}(r)$, | 0 | 0 | $q Q^{*}(t)$ | $Q^{*}(r) q$ |

straints. The assigned values must also, of course, be consistent with the general requirement that a probability may not be less than 0 or greater than 1.
The constraint (3.7) can be put into a physically more illuminating form. The probability that all three points are in material $A$, without regard to their distribution among cells, is

$$
\begin{equation*}
p_{123}^{(3)}=S_{A}+T_{A A}+T_{A A}^{\prime}+T_{A A}^{\prime \prime}+U_{A A A} . \tag{3.8}
\end{equation*}
$$

Similarly, the probability that all three points are in material $B$ is

$$
\begin{equation*}
q_{123}^{(3)}=S_{B}+T_{B B}+T_{B B}^{\prime}+T_{B B}^{\prime \prime}+U_{B B B} \tag{3.9}
\end{equation*}
$$

The constraint (3.7) may therefore be written

$$
\begin{equation*}
p_{123}^{(3)}+q_{123}^{(3)}=1-\left(R+R^{\prime}+R^{\prime \prime}\right) . \tag{3.10}
\end{equation*}
$$

Since Eq. (3.7) contains six three-point functions $S_{A}$, $S_{B}, T_{A A}, T_{B B}, U_{A A A}$, and $U_{B B B}$ and one two-point function $R$, and since the only other constraints on these functions are the conditions at 0 and $\infty$ and the limitation to the interval $(0,1)$, it is clear that there is wide latitude in choosing them. Our aim, however, is to find a simple generalization of the "symmetric cell material".

The desirable property of the "symmetric cell material" is that it reduces the integral ${ }^{3}$

$$
\begin{equation*}
I=\frac{1}{16 \pi^{2}} \frac{1}{\epsilon^{2}} \iint \frac{\partial^{2}\left\langle\epsilon_{1}^{\prime} \epsilon_{2}^{\prime} \epsilon_{3}^{\prime}\right\rangle}{\partial z_{2} \partial z_{3}} \frac{\mathbf{r}_{12} \cdot \mathbf{r}_{19}}{r_{12}^{3} r_{13}^{3}} d v_{3} d v_{2} \tag{3.11}
\end{equation*}
$$

to an integral over a single cell, in some cases simply related to the cell geometry. In Eq. (3.11), $\epsilon_{i}^{\prime}=\epsilon_{i}-\bar{\epsilon}$, where $\epsilon_{i}$ is the dielectric constant (or other material constant) at point $i$ and $\bar{\epsilon}$ is the volume or ensemble average of $\epsilon_{i} ;\langle \rangle$ denotes an ensemble average. For a two-phase mixture, $\epsilon_{i}=\epsilon_{A}$ when point $i$ is in $A$ and $=\epsilon_{B}$ when it is in $B ; \bar{\epsilon}=p \epsilon_{A}+q \epsilon_{B}$; and if

$$
\begin{equation*}
\delta^{\prime} \equiv \epsilon_{A}-\epsilon_{B}, \tag{3.12}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\langle\epsilon_{1}^{\prime \prime} \epsilon_{2}^{\prime \prime} \epsilon_{3}^{\prime}\right\rangle=\delta^{\prime 3}\left\{p_{123}^{(3)}-p\left[p_{12}^{(2)}+p_{13}^{(2)}+p_{23}^{(2)}\right]+2 p^{3}\right\}, \tag{3.13}
\end{equation*}
$$

where $p_{123}^{(3)}$ is as before and $p_{12}^{(2)}$ is the probability that points 1 and 2 are both in material A. From Table II and Eq. (3.2),

$$
\begin{equation*}
p_{12}^{(2)}=P+P^{*}=p-R, \tag{3.14}
\end{equation*}
$$

and the integral $I$ reduces to

$$
\begin{equation*}
I=\frac{\delta^{\prime 3}}{\bar{\epsilon}^{2}}\left(\frac{1}{16 \pi^{2}} \iint \frac{\partial^{2} p\left(\frac{13}{3}\right)}{\partial z_{2} \partial z_{3}} \frac{r_{12} \cdot r_{13}}{r_{12}^{3} r_{13}^{3}} d v_{3} d v_{2}-\frac{1}{3} p^{2} q\right) \tag{3.15}
\end{equation*}
$$

The term $-\frac{1}{3} p^{2} q$ is contributed by the term containing $p_{23}^{(2)}$ in (3.13) (see Appendix).

In general, the integral in (3.15) extends over all space; for the "symmetric cell material", however (Table I with $g_{2}=g_{1}=g$, etc.), in Miller's notation,

$$
\begin{align*}
p_{123}^{(3)} & =\phi g+\phi^{2}\left(h+h^{\prime}+h^{\prime \prime}\right)+\phi^{3} Z \\
& =\phi g+\phi^{2}\left(h+h^{\prime}+h^{\prime \prime}\right)+\phi^{3}\left(1-g-h-h^{\prime}-h^{\prime \prime}\right) . \tag{3.16}
\end{align*}
$$

Since $h$ can be replaced by $f-g, p_{123}^{(3)}$ can be expressed in terms of two-point functions (whose contributions to $I$ can be intergrated in closed form) and the single three-
point function $g$, which vanishes when any one of $r, s$, and $t$ exceeds the maximum linear dimension $L$ of a cell. The same result can be obtained by using $q_{123}^{(3)}$ instead of $p_{123}^{(3)}$.

Our aim is to accomplish, for an asymmetric material, a similar reduction of the region of integration to a finite region.

In the formulas (3.8) and (3.9) for $p_{123}^{(3)}$ and $q_{123}^{(3)}$, the only terms that have the desired property of vanishing when any one of $r, s$, and $t$ exceeds $L_{A}$ and $L_{B}$ are the terms $S_{A}$ and $S_{B}$. Since the constraint (3.7) and the conditions at 0 and $\infty$ leave us considerable freedom in the choice of the functions, let us try to impose on the functions a further constraint that will reduce $p_{123}^{(3)}$ to an expression containing only $S_{A}$ and $S_{B}$ and the two-point functions $R, R^{\prime}$, and $R^{\prime \prime}$. Such a constraint is

$$
\begin{align*}
T_{A A}+T_{A A}^{\prime}+T_{A A}^{\prime \prime}+U_{A A A}= & k_{1} S_{A}+k_{2} S_{B} \\
& +k_{3}\left(R+R^{\prime}+R^{\prime \prime}\right)+k_{0} \tag{3.17}
\end{align*}
$$

where the $k$ 's are constants to be determined. If (3.17) is satisfied, it follows from (3.7) that an analogous equation of the form

$$
\begin{align*}
T_{B B}+T_{B B}^{\prime}+T_{B B}^{\prime \prime}+U_{B B B}= & l_{1} S_{A}+l_{2} S_{B} \\
& +l_{3}\left(R+R^{\prime}+R^{\prime \prime}\right)+l_{0} \tag{3.18}
\end{align*}
$$

must also be satisfied. To keep the calculation symmetric, we shall impose both (3.17) and (3.18) and shall later determine the relations between the $k$ 's and the $l$ 's by imposing (3.7). We shall call the constraints (3.17) and (3.18) imposed constraints and the earlier ones natural constraints.

The left member of (3.17) or (3.18) is the probability that the three points are all in $A$ or in $B$, respectively, but not all in the same cell.

Equations (3.17) and (3.18) take the following forms in limiting cases:

$$
\begin{align*}
& \text { At } r=0, s=t: \\
& \qquad \begin{array}{l}
P^{*}(s)=k_{1} P(s)+k_{2} Q(s)+2 k_{3} R(s)+k_{0} \\
Q^{*}(s)=l_{1} P(s)+l_{2} Q(s)+2 l_{3} R(s)+l_{0}
\end{array}
\end{align*}
$$

at $r=s=\infty, t$ finite:

$$
\begin{align*}
& p P(t)+p P^{*}(t)=k_{3}[R(t)+2 p q]+k_{0} \\
& q Q(t)+q Q^{*}(t)=l_{3}[R(t)+2 p q]+l_{0} \tag{3.20}
\end{align*}
$$

(The forms at $t=0$, etc., can be found by permuting the variables.) These in turn take the following forms in further limiting cases:

## At argument 0:

$$
\begin{align*}
& 0=k_{1} p+k_{2} q+k_{0} \\
& 0=l_{1} p+l_{2} q+l_{0} \\
& p^{2}=k_{3} \cdot 2 p q+k_{0}  \tag{3.21}\\
& q^{2}=l_{3} \cdot 2 p q=l_{0}
\end{align*}
$$

at argument $\infty$ :

$$
\begin{aligned}
& p^{2}=2 k_{3} \cdot p q+k_{0} \\
& q^{2}=2 l_{3} \cdot p q+l_{0}
\end{aligned}
$$

$$
\begin{align*}
& p^{3}=k_{3} \cdot 3 p q+k_{0}  \tag{3.22}\\
& q^{3}=l_{3} \cdot 3 p q+l_{0}
\end{align*}
$$

These eight equations consist of four involving the $k$ 's and four involving the $l$ 's; in each group, two equations are identical. The three independent $k$ equations give

$$
\begin{align*}
& k_{1} p+k_{2} q=-p^{2}(1+2 q) \\
& k_{3}=-p  \tag{3.23}\\
& k_{0}=p^{2}(1+2 q)
\end{align*}
$$

and the three independent $l$-equations give

$$
\begin{align*}
& l_{1} p+l_{2} q=-q^{2}(1+2 p) \\
& l_{3}=-q  \tag{3.24}\\
& l_{0}=q^{2}(1+2 p)
\end{align*}
$$

Once $k_{1}$ and $l_{2}$ are assigned values, the constants are all determined. Equations (3.19) and (3.20) and the twopoint constraints (3.2) and (3.3) then enable us to express $P, P^{*}, Q$, and $Q^{*}$ in terms of $R$ if we so desire.

On expressing $k_{2}$ in terms of $k_{1}$ and $l_{1}$ in terms of $l_{2}$, substituting the constants in (3.17) and (3.18), and inserting the results in (3.8) and (3.9), we get

$$
\begin{align*}
p_{123}^{(3)}= & \left(1+k_{1}\right) S_{A}+q^{-1}\left[-k_{1} p-p^{2}(1+2 q)\right] S_{B} \\
& -p\left(R+R^{\prime}+R^{\prime \prime}\right)+p^{2}(1+2 q)  \tag{3.25}\\
q_{123}^{(3)}= & p^{-1}\left[-l_{2} q-q^{2}(1+2 p)\right] S_{A}+\left(1+l_{2}\right) S_{B} \\
& -q\left(R+R^{\prime}+R^{\prime \prime}\right)+q^{2}(1+2 p) \tag{3.26}
\end{align*}
$$

Insertion of these in the natural constraint (3.10) gives, after considerable algebra (in which the relation $p+q=1$ must be frequently used),

$$
\begin{equation*}
\left[(p-q)(1+p q)+\left(k_{1} p-l_{2} q\right)\right]\left[q S_{A}-p S_{B}\right]=0 \tag{3.27}
\end{equation*}
$$

If Eq. (3.27) is satisfied, our aim is accomplished. It can be satisfied by two methods.

The first method is to set

$$
\begin{equation*}
S_{A} / p=S_{B} / q \equiv g(r, s, t) \tag{3.28}
\end{equation*}
$$

then $S_{A}=p g, S_{B}=q g$, and

$$
\begin{align*}
& k_{1} S_{A}+k_{2} S_{B}=\left(k_{1} p+k_{2} q\right) g=-p^{2}(1+2 q) g  \tag{3.29}\\
& l_{1} S_{A}+l_{2} S_{B}=\left(l_{1} p+l_{2} q\right) g=-q^{2}(1+2 p) g
\end{align*}
$$

by (3.23) and (3.24). Only these combinations of the constants are physically significant, not $k_{1}$ and $k_{2}$ separately or $l_{1}$ and $l_{2}$ separately. By virtue of the other Eqs. (3.23) and (3.24), the imposed constraints (3.17) and (3.18) become

$$
\begin{align*}
T_{A A}+T_{A A}^{\prime}+T_{A A}^{\prime \prime}+U_{A A A}= & p^{2}(1+2 q)(1-g) \\
& -p\left(R+R^{\prime}+R^{\prime \prime}\right)  \tag{3.30}\\
T_{B B}+T_{B B}^{\prime}+T_{B B}^{\prime \prime}+U_{B B B}= & q^{2}(1+2 p)(1-g) \\
& -q\left(R+R^{\prime}+R^{\prime \prime}\right) \tag{3.31}
\end{align*}
$$

That the three-point probabilities should be those of Miller's "symmetric cell material" is a sufficient but not a necessary condition for satisfaction of (3.30) and (3.31); thus we can, if we wish, generalize the "symmetric" material somewhat by this method. Of more interest, however, is the case of a material for which $S_{A} / p \neq S_{B} / q$.

The second method of satisfying (3.27), available when $g_{1} \equiv S_{A} / p$ and $g_{2} \equiv S_{B} / q$ are not equal, is to set

$$
\begin{equation*}
k_{1} p-l_{2} q=-(p-q)(1+p q) \tag{3.32}
\end{equation*}
$$

If $k_{1}$ and $l_{2}$ are chosen so that this equation is satisfied, we find from Eqs. (3.25) and (3.15), with use of (3.14), that

$$
\begin{equation*}
I=\frac{1}{16 \pi^{2}} \frac{\delta^{\prime 3}}{\bar{\epsilon}^{2}}\left\{C_{A} G_{A}+C_{B} G_{B}\right\} \tag{3.33}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{A}=1+k_{1}, \quad C_{B}=q^{-1}\left[-k_{1} p-p^{2}(1+2 q)\right] \tag{3.34}
\end{equation*}
$$

and

$$
\begin{align*}
G_{A} & =\iint \frac{\partial^{2} S_{A}}{\partial z_{2} \partial z_{3}} \frac{\mathbf{r}_{12} \cdot \mathbf{r}_{13}}{r_{12}^{3} r_{13}^{3}} d v_{3} d v_{2}  \tag{3.35}\\
G_{B} & =\iint \frac{\partial^{2} S_{B}}{\partial z_{2} \partial z_{3}} \frac{\mathbf{r}_{12} \cdot \mathbf{r}_{13}}{r_{12}^{3} r_{13}^{3}} d v_{3} d v_{2} \tag{3.36}
\end{align*}
$$

Alternatively, we can use instead of (3.13) the equivalent formula

$$
\begin{equation*}
\left\langle\epsilon_{1}^{\prime} \epsilon_{2}^{\prime} \epsilon_{3}^{\prime}\right\rangle=-\delta^{\prime 3}\left\{q_{123}^{(3)}-q\left[q_{12}^{(2)}+q_{13}^{(2)}+q_{23}^{(2)}\right]+2 q^{3}\right\} \tag{3.37}
\end{equation*}
$$

where the $q$ 's have the same meaning for material $B$ that the $p$ 's have for material $A$. This gives formual (3.33) but with

$$
\begin{equation*}
C_{A}=p^{-1}\left[l_{2} q+q^{2}(1+2 p)\right], \quad C_{B}=-\left(1+l_{2}\right) \tag{3.38}
\end{equation*}
$$

The pairs of formulas (3.34) and (3.38) are equivalent by virtue of (3.32).

From Eq. (3.32), we may set

$$
\begin{equation*}
p\left(k_{1}+1+p q\right)=q\left(l_{2}+1+p q\right) \equiv K p q \tag{3.39}
\end{equation*}
$$

Then

$$
\begin{equation*}
k_{1}=K q-1-p q, \quad l_{2}=K p-1-p q \tag{3.40}
\end{equation*}
$$

and $K$ remains an arbitrary constant, subject only to the condition that the resulting probabilities must all lie in the interval $(0,1)$.

The relation of $G_{A}$ and $G_{B}$ to Miller's $G_{1}$ and $G_{2}$ is

$$
\begin{equation*}
G_{A}=16 \pi^{2} p G_{1}, \quad G_{B}=16 \pi^{2} q G_{2} \tag{3.41}
\end{equation*}
$$

## 4. ILLUSTRATIVE MODEL

In the previous section, the properties of our composite material were defined in a formal manner. In this section, it will be shown that such a material can in fact be constructed by a straightfor ward procedure.

The procedure consists of the following steps: (1) Divide the space by some random procedure into statistically equivalent cells. (2) Assign each cell randomly and independently to material $A$ or to material $B$ with probabilities $\phi$ and $1-\phi$, respectively (we use the symbol $\phi$ at this stage, reserving the symbols $p$ and $q$ for the ultimate one-point probabilities). (3) Divide each $A$ cell independently, by some random process, into two subcells. (4) In each of the original $A$ cells independently, select one of the subcells by a random and unbiased method and change its material to $B$. The random processes used must guarantee statistical isotropy and homogeneity.

TABLE V. Two-point probabilities for illustrative model.

| $\begin{array}{cc}  & \text { State } \\ 1 & 2 \end{array}$ | Probability | Number of states after step (3) | Number of states after step (4) |  |
| :---: | :---: | :---: | :---: | :---: |
| [(0) 0 )] | $\zeta \equiv \zeta(r)$ | 2 | $2+1$ | $=3$ |
| $[(\cdot)(\cdot)]$ | $\eta \equiv \eta(r)$ | 2 | $2+1$ | $=3$ |
| [( $\cdot)$ ] [( $\cdot$ )] | $\theta \equiv \theta(r)$ | 4 | $4+2+2+1$ | $=9$ |
|  |  | 8 |  | 15 |

The calculation of probabilities is facilitated by modifying the construction procedure to the following equivalent one: (1) Divide the space by some random procedure into statistically equivalent cells. (2) Divide every cell independently, by some random process, into two subcells. (3) Assign each of the original cells randomly and independently to material $A$ or to material $B$ with probabilities $\phi$ and $1-\phi$ respectively. (4) In each of the $A$ cells independently, select one of the subcells by a random and unbiased method and change its material to $B$.
(5) In each of the $B$ cells, remove the boundaries between the subcells.

After step (2) of the modified procedure, the twopoint probabilities are those shown in Table $V$, and the three-point probabilities are those shown in Table VI. ${ }^{5}$ Brackets indicate cells and parentheses subcells: thus $[(\cdot)][(\circ)]$ means that points 1 and 2 are in the same subcell of one cell and point 3 is in a different cell, whereas $[(\cdot)(\cdot)][(\cdot)]$ means that points 1 and 2 are in different subcells of one cell and point 3 is in a different cell. The two-point functions are shown only for points 1 and 2 ; for points 1 and 3 we write $\zeta^{\prime} \equiv \zeta(s)$, etc., and for points 2 and $3 \zeta^{\prime \prime} \equiv \zeta(t)$, etc. The two-point probabilities are subject to the constant

$$
\begin{equation*}
\zeta+\eta+\theta=1 \tag{4.1}
\end{equation*}
$$

and the three-point probabilities to the constraints

$$
\begin{align*}
& u+v+w=\zeta \\
& v^{\prime}+v^{\prime \prime}+x=\eta  \tag{4.2}\\
& w^{\prime}+w^{\prime \prime}+x^{\prime}+x^{\prime \prime}+y=\theta
\end{align*}
$$

and their permutations; the constraints (4.2) are obtained by equating the entries in Table V to appropriate sums of entries in Table VI. If we choose as independent functions $\zeta, \eta, u$, and $v$, we can solve Eqs. (4.1) and (4.2) and their permutations for the other functions; this gives

$$
\begin{align*}
& \theta=1-\zeta-\eta \\
& w=\zeta-u-v  \tag{4.3}\\
& x=\eta-v^{\prime}-v^{\prime \prime} \\
& y=1-(\zeta+\sim)-(\eta+\sim)+2 u+2(v+\sim)
\end{align*}
$$

and permutations of these equations. Here we have abbreviated the symmetric sums $\zeta+\zeta^{\prime}+\zeta^{\prime \prime}$, etc., to $\zeta+\sim$, etc.

The third column in Tables $V$ and VI shows the number of states after step (3). In Table V, for example, the state $[(\cdot \cdot)]$ becomes, in this step, either $[(A A)]$ or $[(B B)]$, but the state $[(\cdot)][(\cdot)]$ has the four possibilities $[(A)][(A)]$, $[(A)][(B)],[(A)][(B)],[(B)][(A)]$, and $[(B)][(B)]$. The conditional probabilities of these states, given the initial

States, are $\phi$ and $1-\phi$ in the first example; $\phi^{2}, \phi(1-\phi)$, $\phi(1-\phi)$, and $(1-\phi)^{2}$ in the second.

In step (4) there is a further splitting: thus [ $(A A)$ ] remains unchanged or changes to $[(B B)]$ with probabilities $\frac{1}{2} ;[(A)][(A)]$ has the four possibilities $[(A)][(A)],[(A)][(B)]$, $[(B)][(A)]$, and $[(B)][(B)]$, each of probability $\frac{1}{4} ;[(B)][(B)]$ remains unchanged with probability 1 . The fourth column in Tables V and VI shows the number of states into which each of the states enumerated in column 3 splits, and the resulting total number of states. Thus in Table $V$, the initial state $[(\cdot \cdot)]$ has become, after step (3), either $[(A A)]$ or $[(B B)]$; after step (4), $[(A A)]$ has remained unchanged or changed to $[(B B)]$, with probabilities $\frac{1}{2}$, and $[(B B)]$ has remained unchanged with probability 1 ; the number of final states is indicated as $2+1=3$. Initial state $[(\cdot)][(\cdot)]$ has become, after step $(3),[(A)][(A)],[(A)[[(B)],[(B)][(A)]$, or $[(B)][(B)]$. After step $(4),[(A)][(A)]$ has become one of the four states $[(A)][(A)],[(A)][(B)],[(B)][(A)],[(B)][(B)]$ with probabilities $\frac{1}{4} ;[(A)][(B)]$ has become one of the two states $[(A)][(B)],[(B)][(B)]$ with probabilities $\frac{1}{2} ;[(B)][(A)]$ has become $[(B)][(A)]$ or $[(B)][(B)]$ with probabilities $\frac{1}{2}$; and $[(B)][(B)]$ has remained unchanged. Hence the entry in column 4 is $4+2+2+1=9$. The last entry in column 4 of Table VI, $8+3 \cdot 4+3 \cdot 2+1$, is short for $8+4+4+4+2+2+2+1$.

Step (5) consists merely of removal of the parentheses in $B$ cells.

The complete two-point table, after step (4) or (5), contains 15 rows; the complete three-point table contains 93. Since the construction of the tables is straightforward, they will not be given here. The probability for each row is found by multiplying the probabilities in Tables $V$ and VI by the two subsequent conditional probabilities [steps (3) and (4)]; then the various probabilities for each final state must be added together. The results, initially expressed in terms of $\phi$, can be reexpressed in terms of the final one-point probabilities $p$ and $q$ by noting that

$$
\begin{equation*}
\frac{1}{2} \phi=p, \quad \frac{1}{2} \phi+(1-\phi)=q, \quad 1-\phi=-(\phi-q) \tag{4.4}
\end{equation*}
$$

it is these combinations and powers of them that occur in the formulas.

TABLE VI. Three-point probabilities for illustrative model.

| 1 | $\begin{array}{ll} \hline \hline \text { State } \\ 2 \end{array}$ | Probability | Number of states after step (3) | Number of states after step (4) |
| :---: | :---: | :---: | :---: | :---: |
| [ $\cdot$ | -)] | $u \equiv u(r$, | 2 | $2+1 \quad=3$ |
|  | -) (0)] | $v \equiv v(r ;)$ | 2 | $2+1 \quad=3$ |
|  | (0) (-1 | $v^{\prime} \equiv v(s ;)$ | 2 | $2+1 \quad=3$ |
| [(0) | (0) 0 )] | $v^{\prime \prime} \equiv v(t ;)$ | 2 | $2+1 \quad=3$ |
|  | -)] [( $\cdot$ )] | $w \equiv w(r ;)$ | 4 | $4+2+2+1=9$ |
|  | $[(\cdot)][(\cdot$ | $w^{\prime} \equiv w(s ;)$ | 4 | $4+2+2+1 \quad=9$ |
| [( 0$)$ ] | $[(0 \cdot 0)]$ | $w^{\prime \prime} \equiv w(t ;)$ | 4 | $4+2+2+1 \quad=9$ |
| [(0) | (0)] [(0)] | $x \equiv x(r ;)$ | 4 | $4+2+2+1=9$ |
| $(\cdot)]$ | $[(\cdot)][(\cdot)$ | $x^{\prime} \equiv x(s ;)$ | 4 | $4+2+2+1=9$ |
| [( 0 )] | $[(0)(\cdot)]$ | $x^{\prime \prime} \equiv x(t)$ | 4 | $4+2+2+1=9$ |
| [( $\cdot)$ ] | $[(\cdot)][(\cdot)]$ | $y \equiv y(r$, | 8 | $8+3 \cdot 4+3 \cdot 2+1=27$ |
|  |  |  | $\overline{40}$ | $\underline{93}$ |

The results of this calculation are as follows:

$$
\begin{align*}
& P=p \zeta, \\
& Q=p \zeta-(p-q)(\zeta+\eta), \\
& P^{*}=p^{2} \theta,  \tag{4.5}\\
& Q^{*}=q^{2} \theta, \\
& R=p \eta+p q \theta ; \\
& S_{A}=p u, \\
& S_{B}=q u-(p-q)(v+\sim), \\
& T_{A A}=p^{2} w, \\
& T_{A B}=p v+p q w, \\
& T_{B A}=p v+p q w-p(p-q) x, \\
& T_{B B}=q^{2} w-q(p-q) x,  \tag{4.6}\\
& U_{A A A}=p^{3} y, \\
& U_{A A B}=p^{2}\left(x^{\prime}+x^{\prime \prime}\right)+p^{2} q y, \\
& U_{B B A}=p q\left(x^{\prime}+x^{\prime \prime}\right)+p q^{2} y, \\
& U_{B B B}=q^{3} y .
\end{align*}
$$

It may be verified that these functions satisfy the natural constraints (3.2), (3.3), (3.4), (3.5), (3.6), and (3.7). They also satisfy the imposed constraints (3.17) and (3.18), with

$$
\begin{array}{ll}
k_{1}=q^{2}-1, & l_{1}=-q^{2}, \\
k_{2}=-p^{2}, & l_{2}=p^{2}-1  \tag{4.7}\\
k_{3}=-p, & l_{3}=-q, \\
k_{0}=p^{2}(1+2 q), & l_{0}=q^{2}(1+2 p) .
\end{array}
$$

The last statement may be proved by expressing each member of (3.17) and (3.18) in terms of the independent functions $\zeta, \eta, u$, and $v$ by means of (4.3); the two members are equal if and only if the coefficients of corresponding functions are equal, and these conditions are satisfied if the constants have the values (4.7).

The values of the $k$ 's and $l$ 's are those of Sec. 3, with $K=1$ in Eq. (3.40).

With this model, since $p=\frac{1}{2} \phi, p$ is limited to the range $0 \leqslant p \leqslant \frac{1}{2}$. To get values of $p$ in the range $\frac{1}{2}$ to 1 , we may interchange the roles of the two materials, splitting the $B$ cells instead of the $A$ cells. The formulas can be obtained from the preceding ones by interchanging $A$ and $B, p$ and $q, k_{1}$ and $l_{2}, k_{2}$ and $l_{1}, k_{3}$ and $l_{3}$, and $k_{0}$ and $l_{0}$. Equations (4.6) change, but Eqs. (4.7) are still valid, so that again $K=1$. For $p=\frac{1}{2}$, the two materials are treated alike: to construct the model in this special case, one divides the space into cells, divides every cell into two subcells, and then in each cell, randomly and independently, assigns one subcell to $A$ and the other to $B$.

Comparison of Eqs. (4.6) with Table I shows distinct differences from the probabilities assumed by Miller. According to Miller, $U_{A A A}: U_{A A B}: U_{B B A}: U_{B B B}=p^{3}: p^{2} q$ : $p q^{2}: q^{3}$; our $U_{A A B}$ and $U_{B B A}$ each contain an extra term not present in $U_{A A A}$ and $U_{B B B}$. According to Miller, $T_{A B}: T_{A A}=q: p$, and $T_{B A}: T_{B B}=p: q$; our $T_{A B}$ and $T_{B A}$ each contain an extra term $p v$. It is interesting that
these differences persist even when $p=\frac{1}{2}$, even though in that case $S_{B}=S_{A}, T_{B B}=T_{A A}, T_{B A}=T_{A B}, U_{B B B}=U_{A A A}$, and $U_{B B A}=U_{A A B}$; that is, even though the material is then completely symmetric.

This example demonstrates that the type of material defined in Sec. 3 is not a mere formal abstraction but can in fact be constructed by definite procedures.

## 5. DISCUSSION

The foregoing sections demonstrate that although Miller's generalization of his "asymmetric cell material" is not self-consistent, a self-consistent generalization, based on the requirement that a certain integral reduce to one over a finite range, is possible. The illustrative model of Sec. 4 is a specific realization of that generalization. It is subject to this criticism: It may owe its success to its having started with materialindependent cell probabiliites. There has been no demonstration that the desired reduction of the integral is possible when the construction procedure begins with geometrically different processes for forming cells of different materials: for example, with the process described by Miller ${ }^{1}$, Sec. 2D, in which spherical $A$ cells and aspherical $B$ cells grow from randomly distributed seeds.

To the extent that this generalization succeeds, it suggests that two-phase mixtures in which the integration range reduces to a finite one owe that property not to the fact that they are "cell materials," but to the fact that their two- and three-point probability functions satisfy certain rather special relations.

## APPENDIX: INTEGRATION OF TERMS IN / DEPENDENT ON TWO-POINT FUNCTIONS

Because of the presence of the operator $\partial^{2} / \partial z_{2} \partial z_{3}$ in (3.11), the only terms in (3.13) that contribute to $I$ are the three-point term $\delta^{\prime 3} p_{123}^{(3)}$ and the two-point term $-\delta^{\prime 3} p p_{23}^{(2)}$. We therefore consider the integral

$$
\begin{equation*}
I_{f}=\iint \frac{\partial^{2} f\left(r_{23}\right)}{\partial z_{2} \partial z_{2}} \frac{\mathbf{r}_{12} \cdot \mathbf{r}_{13}}{r_{12}^{3} r_{13}^{3}} d v_{3} d v_{2} \tag{A1}
\end{equation*}
$$

The following integration procedure is not the shortest (cf. Miller ${ }^{1}$, Appendix B), but it is straightforward and requires no special tricks beyond the usual ones of integral calculus.

In fixed $x y z$ axes, with center at point 1 , let the spherical coordinates of point 2 be $(r, \theta, \Phi)$; then

$$
\begin{equation*}
d v_{2}=r^{2} \sin \Theta d r d \Theta d \Phi \tag{A2}
\end{equation*}
$$

Let $x^{\prime} y^{\prime} z^{\prime}$ axes, with center at point 1 , be oriented with Euler angles ${ }^{6} \Phi, \mathrm{e}, 0$, so that $\mathrm{r}_{12}$ is along $z^{\prime}$. In these axes, let the spherical coordinates of point 3 be ( $s, \theta, \phi$ ); then for given $\mathrm{r}_{12}$

$$
\begin{equation*}
d v_{3}=s^{2} \sin \theta d s d \theta d \phi \tag{A3}
\end{equation*}
$$

where $\theta$ is the angle between $r_{12}$ and $r_{13}$ in Fig. 1. The factor $\boldsymbol{r}_{12} \cdot \mathbf{r}_{13} / r_{12}^{3} r_{13}^{3}$ in (A1) is ( $\cos \theta$ ) $/ r^{2} s^{2}$; the factor $\partial^{2} f\left(r_{23}\right) / \partial z_{2} \partial z_{3}$ is

$$
\begin{equation*}
\frac{\partial^{2} f\left(r_{23}\right)}{\partial z_{2} \partial z_{3}}=-\left[f_{t t}(t) \frac{z_{23}^{2}}{t^{2}}+\frac{f_{t}(t)}{t}\left(1-\frac{z_{23}^{2}}{t^{2}}\right)\right], \tag{A4}
\end{equation*}
$$

where

$$
\begin{equation*}
t^{2}=r_{23}^{2}=r^{2}+s^{2}-2 r s \cos \theta \tag{A5}
\end{equation*}
$$

and

$$
\begin{align*}
z_{23} & =z_{3}-z_{2}=\left(-x_{3}^{\prime} \sin \Theta+z_{3}^{\prime} \cos \Theta\right)-r \cos \Theta \\
& =s(-\sin \Theta \sin \theta \cos \phi+\cos \Theta \cos \theta)-r \cos \Theta \tag{A6}
\end{align*}
$$

a subscript $t$ indicates differentiation with respect to $t$. Since the limits ( 0 to $\infty$ for $r$ and $s, 0$ to $\pi$ for $\theta$ and $\theta$, 0 to $2 \pi$ for $\Phi$ and $\phi$ ) are all independent of the variables, the integrations over the six variables chosen can be performed in any order.

The integrations can be carried out as follows: (1) Integrate over $\Phi, \Theta$, and $\phi$; the result is insertion of a factor $8 \pi^{2}$ and replacement of $z_{23}^{2}$ by $\frac{1}{3} t^{2}$. (2) For given $r$ and $s$, change from $\theta$ to $t$ as variable of integration; $t$ goes from $|r-s|$ to $r+s$. (3) Invert the order of integration over $t$ and $s$, and carry out the integration over $s$; it goes from $|r-t|$ to $r+t$, and the result is zero when $t>r$, so that $t$ may be integrated from 0 to $r$ rather than from 0 to $\infty$. (4) Invert the order of integration over $t$ and $r$, and carry out the integration over $r$; the result of this step is

$$
\begin{equation*}
I_{f}=-\frac{16}{3} \pi^{2} \int_{0}^{\infty}\left[t f_{t t}(t)+2 f_{t}(t)\right] d t . \tag{A7}
\end{equation*}
$$

(5) Integrate the first term by parts. If $f(t)$ and $f_{t}(t)$ are continuous and if $t_{t}(t) \rightarrow 0$ as $t \rightarrow 0$ or $\infty$, this gives

$$
\begin{equation*}
I_{f}=-(16 / 3) \pi^{2}[f(\infty)-f(0)] . \tag{A8}
\end{equation*}
$$

In the application to (3.11), $f\left(r_{23}\right)=-\delta^{\prime 3} p p_{23}^{(2)}$, so that $f(\infty)=-\delta^{\prime 3} p^{3}, f(0)=-\delta^{\prime 3} p^{2}, f(\infty)-f(0)=\delta^{\prime 3} p^{2} q$; this leads to the last term in (3.15).

If $f(t)$ and $f_{t}(t)$ are zero for $t>R$ and continuous for $t<R$, and if $t f_{t}(t) \rightarrow 0$ as $t \rightarrow 0$, the term $f(\infty)$ in (A8) is replaced by $R f_{t}(R-0)+f(R-0)$. For validity of Eq. (A8) in this case, $R f_{t}(R-0)+f(R-0)$ must vanish; this will be the case if, for example, both $f(t)$ and $f_{t}(t)$ approach zero as $t$ approaches $R$ from below. Throughout the text, it has been assumed that one or another of the sets of conditions necessary for validity of Eq. (A8) is satisfied; if this is not so, the results may require revision.
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We study the problem of obtaining the bounds on the modulus of one element of a finite unitary matrix once the values of the moduli of a set of other elements are given. The problem is solved in simple cases, and indications of more general cases are given. This question is interesting from a physical point of view since it leads to direct inequalities between sets of partial waves. It would also be useful to extend this kind of results to the continuous matrices where inequalities on cross sections could be obtained.

## I. INTRODUCTION

Unitarity imposes strong restrictions on the $S$ matrix elements, but due to its noninear character these restrictions are usually difficult to obtain. In this article we have tried to obtain bounds on the modulus of one element of $S$ once some set of moduli of other elements are known. Only few results have yet been obtained in this field where the $S$ matrix is infinite dimensional.

As a first attempt to explore the problem we have focussed our attention on the simpler case of a finite unitary matrix. This, in itself, is already a rather difficult task. We have succeeded in solving it in a few cases only. Some of them, we hope, may become physically interesting.
We have restricted ourselves to matrices which are symmetrical (i.e., equal to their transpose). Indeed time-reversal invariance is probably a good symmetry of strong interactions and implies that

$$
\left\langle f_{\text {out }} \mid i_{1 \mathrm{n}}\right\rangle=\left\langle f_{1 \mathrm{n}}\right| S\left|i_{\mathrm{in}}{ }^{\prime}\right\rangle=\left\langle i_{1 \mathrm{n}}{ }^{T}\right| S\left|f_{1 \mathrm{n}}{ }^{T}\right\rangle=\left\langle i_{\text {out }}{ }^{T} \mid f_{1 \mathrm{n}}{ }^{T}\right\rangle, \text { (1. 1) }
$$

where the state $\left|a^{T}\right\rangle$ is the time-reversed state (spin and momenta reversed) of $|a\rangle$. By choosing the basic states $\left|a+a^{T}\right\rangle$ and $i\left|a-a^{T}\right\rangle$ one sees easily that the $S$ matrix is symmetrical due to (I. 1). Henceforth we will always work in the latter basis. Thus

$$
\begin{equation*}
S=S^{t} \quad(t=\text { transposed }) . \tag{I.2}
\end{equation*}
$$

## II. LAGRANGE FORMULATION OF THE PROBLEM. NOTATION

Let $S$ be a $N$-dimensional unitary symmetric matrix with elements $s_{i j}$

$$
\begin{align*}
& S S^{+}=S^{+} S=1 \quad(+=\text { Hermitian conjugate })  \tag{II.1}\\
& S=S^{t}
\end{align*}
$$

The problem we want to solve is to obtain the bounds on the modulus of one given element $s_{p q}$ of $S$ once the moduli of a set $g$ of $J-1$ elements of $S$ are given,

$$
\begin{equation*}
a_{i j}=\left|s_{i j}\right|, \quad(i, j) \in g^{\prime} \tag{II.3}
\end{equation*}
$$

This problem can be formulated by using the method of Lagrange multipliers. Let $\Lambda$ be the matrix of Lagrange multipliers related to the unitarity condition (II. 1). It can be chosen to be Hermitian

$$
\begin{equation*}
\Lambda^{+}=\Lambda \tag{II.4}
\end{equation*}
$$

Let $\Xi$ be the complex matrix of Lagrange multipliers related to the symmetry condition (II. 2). It can be chosen to be skewsymmetric.

$$
\begin{equation*}
\Xi^{t}=-\Xi . \tag{II.5}
\end{equation*}
$$

Let finally $Y$ be the real symmetric matrix of Lagrange multipliers related to the moduli conditions (II. 3). Explicitly

$$
\begin{align*}
& y_{i j}=y_{j i} \text { real arbitrary for }(i, j) \in g^{\prime} \\
& y_{p q}=y_{a p}=1 \text { for the special element }(p, q)  \tag{II.6}\\
& y_{i j}=0 \text { for all other elements. }
\end{align*}
$$

For convenience the set of elements for which $y_{i j}$ can be nonzero will be denoted by $g$

$$
\begin{equation*}
g=g+(p, q), \tag{II.7}
\end{equation*}
$$

then $J$ is the number of elements of $g$.
To find the extremal values of $\left|s_{p q}\right|$, one has to extremize the following action:

$$
\begin{align*}
\mathcal{A}= & \operatorname{Tr}\left(\Lambda\left(S^{+} S-1\right)\right)+\operatorname{Tr}\left(\Xi^{*}\left(S-S^{t}\right)\right)+\operatorname{Tr}\left(\Xi\left(S^{*}-S^{*}\right)\right) \\
& +\sum_{(i, j)} y_{i j}\left(\left|s_{i j}\right|^{2}-a_{i j}^{2}\right)  \tag{II.8}\\
& \left({ }^{*}=\text { complex conjugate }\right) .
\end{align*}
$$

Introduce the symmetric matrix $X$ with elements $x_{i j}$

$$
\begin{align*}
& x_{i j}=y_{i j} s_{i j} \quad\left(y_{i j} \text { real }\right),  \tag{II.9a}\\
& X=X^{t} . \tag{II.9b}
\end{align*}
$$

Note that (II.9a) is not in the form of a matrix product. The derivative of $A$ with respect to $s_{i j}$ or $s_{i j}{ }^{*}$ gives the matrix equation

$$
\begin{equation*}
S \Lambda-2 \Xi+X=0 \tag{II.10}
\end{equation*}
$$

The symmetrical part of this equation is

$$
\begin{equation*}
S \Lambda+\Lambda^{t} S+2 X=0 \tag{II.11}
\end{equation*}
$$

which in turn implies

$$
\begin{equation*}
S X^{+}=X S^{+} \tag{II.12a}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
S^{+} X=X^{+} S \tag{II.12b}
\end{equation*}
$$

The $\Xi$ matrix can then be chosen to be zero. Then

$$
\begin{equation*}
\Lambda=-S^{+} X, \quad \Xi=0 \tag{II.13}
\end{equation*}
$$

The crucial step to be performed is to obtain a solution of the equations (II. 12) and (II. 1-2-3) with the restrictions imposed by (II. 9), namely that $x_{i j}$ and $s_{i j}$ have the "same phase", i.e., they differ by multiplicative real numbers.

The conditions imposed by the Lagrange method can be divided into two classes.

The first class contains the conditions of symmetry and unitarity of $S$, of symmetry of $X$ as well as equation (II. 12). These four sets of equations are invariant under transformations of the form

$$
\begin{equation*}
X=U \tilde{X} U^{t}, \quad S=U \tilde{S} U^{t} \tag{II.14}
\end{equation*}
$$

where $U$ is an arbitrary unitary $N \times N$ matrix.
The second class of conditions contains the restrictions on the moduli of $S$ (II. 3) and the phase condition (II. 9). These equations are in general clearly not invariant under the transformations of equation (II. 14). However if one restricts oneself to the special unitary matrices which are diagonal

$$
\begin{equation*}
U_{j k}=\delta_{j k} \exp \left(i \psi_{j}\right) \tag{II.15}
\end{equation*}
$$

The phase and the moduli conditions are also invariant. This freedom will be used subsequently since it allows to choose some phases arbitrarily.

It will often be convenient to state our results very symmetrically by considering the $J$-dimensional space $\mathcal{E}$ spanned by the $a_{i j}=\left|s_{i j}\right|[(i, j) \in q]$. Let $V$ be the $J-$ dimensional volume of $\mathcal{E}$ defined as follows: a point $a_{i j}$ $((i, j) \in \mathcal{G})$ belongs to $V$ if, and only if, there exist both a system of phases $\varphi_{i j}$

$$
\begin{equation*}
s_{i j}=a_{i j} \exp \left(i \varphi_{i j}\right), \quad(i, j) \in \mathcal{g} \tag{II.16}
\end{equation*}
$$

and a set of complex numbers

$$
\begin{equation*}
s_{k l}, \quad(k, l) \notin g \tag{II.17}
\end{equation*}
$$

such that the full $S$ matrix is symmetrical and unitary. In this language our problem is equivalent to finding the $(J-1)$-dimensional surface $B$ which is the boundary of volume $V$. As will become clear later, this surface $B$ will often be composed of several different smooth pieces which intersect each other on lower dimensional surfaces.

It will be useful to subdivide the matrices $X, S, \ldots$ into submatrices characterized by partitions $\left\{n_{i}\right\}$ of $N$. Using upper indices to specify those submatrices, we write for example

$$
X\binom{n_{1}, n_{2}, \ldots}{m_{1}, m_{2}, \ldots}=\left(\begin{array}{cccc}
X^{11} & X^{12} & X^{13} & \ldots  \tag{II.18}\\
X^{21} & X^{22} & X^{23} & \ldots \\
X^{31} & X^{32} & X^{33} & \ldots \\
. & & & \\
\cdot & & &
\end{array}\right)
$$

where $X^{11}$ has dimension ( $n_{1} \times m_{1}$ ), $X^{12}$ dimension ( $n_{1}$ $\times m_{2}$ ), and $X^{i j}$ dimension ( $n_{i} \times m_{j}$ ).

$$
\begin{equation*}
N=\Sigma n_{i}=\Sigma m_{i} \tag{II.19}
\end{equation*}
$$

When $n_{i}=m_{i}$, only one set of indices will be used, $X\left(n_{1}, n_{2}, \ldots\right)$. In the next section the case in which all $X(m, n, p)$ except $X^{12}$ is zero will be treated explicitly.

## III. FIRST CASE

## A. Presentation of the problem

Let all matrices involved in the problem have a decomposition ( $m, n, p$ ). In particular

$$
S(m, n, p)=\left(\begin{array}{lll}
S^{11} & S^{12} & S^{13}  \tag{III.1}\\
S^{12 t} & S^{22} & S^{23} \\
S^{13 t} & S^{23 t} & S^{33}
\end{array}\right)
$$

The problem we shall try to solve explicitely in this section is to obtain the bounds on the modulus of one element of $S^{12}$ once all the remaining moduli of $S^{12}$ are given and all the other elements of $S$ are completely arbitrary or unknown.

According to (II. 6) and (II. 9) the general form of $X$ is

$$
X(m, n, p)=\left(\begin{array}{ccc}
0 & X^{12} & 0  \tag{III.2}\\
X^{12 t} & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which means that the set $g$ of elements $(i, j)$ for which $y$ may be nonzero is given by

$$
\begin{equation*}
\eta=\{(i, j)\}: 1 \leqslant i \leqslant m, m+1 \leqslant j \leqslant m+n \tag{III.3}
\end{equation*}
$$

## B. Solution of the first-class conditions

We now present the solution of the first class of conditions. Since we have in mind the second part of the problem it is useful to restrict ourselves to the special transformations (II. 14),

$$
U(m, n, p)=\left(\begin{array}{ccc}
U^{11} & 0 & 0  \tag{III.4}\\
0 & U^{22} & 0 \\
0 & 0 & U^{33}
\end{array}\right)
$$

which have the nice property to leave the set $g\left(X^{12} \neq 0\right)$ globally invariant. As the detailed proof of the resulting form of $\widetilde{X}^{12}$ and $\widetilde{S}^{12}$ is rather involved, we have deferred it to Appendix B. The relevant results only will be given here.

To be definite let us take $n \geqslant m$. The matrices $\tilde{X}^{12}$ and $\widetilde{S}^{12}$ with $m$ lines and $n$ columns can be "pseudodiagonalized", i. e., their first $m$ columns form a square diagonal matrix while their $(n-m)$ last columns are identically zero. The diagonal elements of $\widetilde{X}^{12}\left(x_{i}\right)$ are real. The diagonal elements of $\tilde{S}^{12}\left(s_{i}\right)$ are the real positive square roots of the real positive eigenvalues of the matrix ( $S^{12} S^{12 \dagger}$ ).

It is easy to see that the volume $V$ in the $J=n m$-dimensional space $\varepsilon$ defined in Sec. II can then be characterized by the following requirement: a point $a_{i j}$ belongs to $V$ if, and only if, there exists a system of phases $\varphi_{i j}$

$$
\begin{equation*}
s_{i j}^{12}=a_{i j} \exp \left(i \varphi_{i j}\right) \tag{III.5}
\end{equation*}
$$

such that all the eigenvalues of $S^{12} S^{12+}$ are smaller than or equal to one:

$$
\begin{equation*}
s_{j}^{2} \leqslant 1 \tag{III.6}
\end{equation*}
$$

Thus all diagonal elements of $\widetilde{S}^{12}$ must be larger than or equal to zero, and smaller than or equal to one. If $S^{12}$
defined by (III. 5) satisfies (III. 6), it is clear that the matrix

$$
\begin{equation*}
S^{\prime 12}=\lambda S^{12} \quad(0 \leqslant \lambda \leqslant 1) \tag{III.7}
\end{equation*}
$$

leads to eigenvalues

$$
\begin{equation*}
s_{j}^{\prime 2}=\lambda^{2} s_{j}^{2} \tag{III.8}
\end{equation*}
$$

Thus
Proposition 0: If $a_{i j}$ is a point of $V$ then $\lambda a_{i j}(0 \leqslant \lambda \leqslant 1)$ belongs also to $V$.

It is also shown in Appendix $B$ that the $x_{i}$ and the $s_{i}$ are correlated in the following manner: for the diagonal elements of $\widetilde{S}^{12}$ which are equal to one the corresponding values of $\tilde{X}^{12}$ are arbitrary. For all the diagonal elements of $\widetilde{S}^{12}$ which have the common eigenvalue $s$ $(0<s<1)$ the values of $\tilde{X}^{12}$ are either zero or appear by pairs of opposite signs. Finally, for the elements of $\widetilde{S}^{12}$ which are zero the corresponding values of $\tilde{X}^{12}$ are again arbitrary. Explicitly

Proposition 1: The most general solution of (II. 1), (II. 2), (II. 9b), (II. 12), and (II. 14) for $X^{12}$ and $S^{12}$ is $S^{12}\left(n_{1}, n_{2}, n_{2}, n_{2}^{\prime}, n_{3}, \ldots ; n-m\right)$

$$
\begin{array}{lllllll}
n_{1} & n_{2} & n_{2} & n_{2}^{\prime} & n_{3} & \ldots & n-m
\end{array}
$$

$=U^{11}\left(\begin{array}{lllll}s_{1} & & & & \\ & s_{2} & & & \\ & & s_{2} & & \\ & & & s_{2} & \\ & & & & 0\end{array}\right)$
$X^{12}\left(n_{1}, n_{2}, n_{2}, n_{2}^{\prime}, n_{3}, \ldots ; n-m\right)$
$\left.=U^{n_{1}^{11}} \begin{array}{ccccccccc}n_{2} & n_{2} & n_{2}^{\prime} & n_{3} & \ldots & n-m \\ & & & & & \\ x_{2} \neq 0 & & & \\ & & -x_{2} & & \\ & & & 0 & \\ & & & & x_{3}\end{array}\right)$
where the blocks labelled $1,1>s_{2}>0,0, \ldots ; x_{1}, x_{2} \neq 0$, ... are proportional to the unit matrix of the corresponding dimension ( $n_{i}$ or $n_{i}^{\prime}$ ) with coefficient $1, s_{2}, 0, \ldots ; x_{1}, x_{2}, \ldots$ The unitary matrices $U^{11}(m \times m)$ and $U^{22}(n \times n)$ are arbitrary.

## C. A set of solutions of the second-class conditions

## 1. Generalities

We now turn to the problem of imposing the restrictions (II. 3) on the moduli of the elements of $S^{12}$ and the phase conditions (II. 9a) between $S^{12}$ and $X^{12}$. A matrix which satisfies these conditions will be called extremal. We have succeeded in solving this problem in a few cases only, namely when only one $x_{i}$ of $\widetilde{X}^{12}$ is different from zero. In Sec. IV we will show that these cases exhaust all the possible boundaries when $m=2$, which is a physically interesting situation.

Let us first imagine that we take for the matrix elements of $S^{12}$

$$
\begin{equation*}
s_{i j}^{12}=a_{i j} \exp \left(i \varphi_{i j}\right) \quad[(i, j) \in \mathcal{G}], \tag{III.10}
\end{equation*}
$$

where $\varphi_{i j}$ is a set of arbitrary phases. It is clear that the eigenvalues of $S^{12} S^{12+}$ (i.e., $s_{f}^{2}$ ) will in general be all different from each other, zero, and one. Our general Proposition 1 of Sec. III. B2 would then imply that the $x_{i}$ be all equal to zero $(X=0)$. This means that this $S^{12}$ does not belong to an extremal matrix except if $s_{p q}^{12}=0$. Indeed $y_{p q}$ has to be equal to one, and

$$
\begin{equation*}
0=x_{p_{q}}=s_{p q}^{12} y_{p q}=s_{p q}^{12}=0 . \tag{III.11}
\end{equation*}
$$

This latter case ( $s_{p q}^{12}=0$ ) corresponds to the minimal value possible for the modulus of $s_{p q}^{12}$. This extremum can be reached provided that the phases in (III. 10) can be chosen in such a way that the eigenvalues of $S^{12} S^{12+}$ are all smaller than one (and $s_{p q}^{12}=0$ ). When the $a_{i j}$ are sufficiently small such a type of solution always exists. This result can then be summarized in

Proposition 2: The hyperplanes $a_{i j}=0$ are pieces of the ( $n m-1$ ) dimensional boundary $B$ of volume $V$. There exists a neighborhood of the origin which is entirely contained in $V$.

According to the characterization of volume $V$ discussed in Sec. IIIB2, all other types of boundaries are related to the maximal possible value for the $s_{i}$, namely one. Following Proposition 1, $X$ can then indeed be different from zero. Thus

Proposition 3: Except the case of Proposition 2, a necessary condition for $S^{12}$ to be extremal is that $S^{12} S^{12 *}$ has at least one eigenvalue equal to one.

As we have already said at the beginning of this section, we have been able to obtain the explicit extrema of $\left|s_{p q}\right|$ only when one $x_{i}$ is different from zero and when the corresponding value of $s$ is equal to one. Unfortunately, since, as is well known, the Lagrange parameter method may provide saddle points, and since we have not been able to solve the phase conditions when more than one $x_{i}$ is different from zero, we cannot guarantee that we have obtained the true bounds. When $m=2$ however, we will show that the discussion which follows exhausts all possible types of bounds.

## 2. $x_{1}$ only is different from zero. $U_{i 1}^{11} \neq 0$ and $U_{i 1}^{22} \neq 0$

Let $\widetilde{X}_{11}^{12}=x$, the only non-zero' element of $\tilde{X}^{12}$, and let the corresponding $\tilde{S}_{11}^{12}$ be equal to one.

$$
\begin{align*}
& \text { According to (II. 9a) and (II. 14), } X^{12} \text { and } S^{12} \\
& S^{12}=U^{11} \tilde{S}^{12} U^{22 t}, \quad X^{12}=U^{11} \tilde{X}^{12} U^{22 t} \tag{III.12}
\end{align*}
$$

must have the "same phase."
At this point it is useful to exploit the freedom contained in equation (II. 15) in order to choose $U_{i 1}^{11}$ and $U_{i 1}^{22}$ real. Since then

$$
\begin{equation*}
x_{i j}^{12}=x U_{i 1}^{11} U_{j 2}^{22} \tag{III,13}
\end{equation*}
$$

is purely real, the phase condition implies that $S^{12}$ is purely real. One obtains then the matrix elements $s_{i j}^{12}$ of $S^{12}(\epsilon)$ by

$$
\begin{equation*}
s_{i j}^{12}=\epsilon_{i j} a_{i j}, \tag{III.14}
\end{equation*}
$$

where $\epsilon=\left\{\epsilon_{i j}\right\}$ is an arbitrary set of signs. The extremal values of $\left|s_{p_{q}}\right|$ are given by the extremal $S^{12}(\epsilon)$, i. e., those for which $S^{12} S^{12+}=S^{12} S^{12 t}$ has one eigenvalue equal to one

$$
\begin{equation*}
\operatorname{det}\left(S^{12}(\epsilon) S^{12 t}(\epsilon)-1\right)=0 \tag{III.15}
\end{equation*}
$$

and the other eigenvalues smaller or equal to one. One then may choose $U^{11}$ and $U^{22}$ to be orthogonal matrices. In short

Proposition 4: Certain pieces of the boundary $B$ of $V$ are of the form (III. 15).

## 3. $x_{1}$ only is different from zero. General case

The conclusion of the previous section does not hold if some elements of $X^{12}$ are identically zero. Indeed, no phase condition then exists on the corresponding element of $S^{12}$. Remembering (III. 13) this situation implies that some $U_{i 1}^{11}$ and/or some $U_{i 1}^{2}$ are zero. By re-labelling the lines and columns of $S^{12}$, it can be assumed that the ( $m-k$ ) last elements of $U_{i 1}^{11}$ are zero as well as the $(n-l)$ last elements of $U_{i 2^{*}}^{11}$ The matrix $X^{12}$ can then be written

$$
X^{12}\binom{k, m-k}{1, n-1}=\left(\begin{array}{cc}
11 X^{12} & 0  \tag{III.16}\\
0 & 0
\end{array}\right)
$$

where the amputated ${ }^{11} X^{12}$ is a ( $k \times l$ ) nonzero matrix. In a similar way the amputated ${ }^{11} S^{12}$ is obtained from $S^{12}$ by suppressing the ( $n-l$ ) last columns and the ( $m-k$ ) last lines.
It is quite obvious in view of the discussion of Sec. IIIC1 that $\left|s_{p q}\right|$ has to be chosen inside ${ }^{11} S^{12}$. Otherwise $\left|s_{p q}\right|$ would be zero. On the other hand, the general theory of Lagrange multipliers tells us that when one of the multipliers $y_{i j}$ is zero, the extremal value of $\left|s_{p q}\right|$ does not depend in general on the precise value of the corresponding $a_{i j}$. Indeed the bound of $\left|s_{p q}\right|$ depends only on the values of ${ }^{11} S^{12}$ when this type of solution is realized. In Appendix C, we show that ${ }^{11} S^{12}{ }^{11} S^{12 t}$ which by (III. 13) is real has an eigenvalue one and that the equation

$$
\begin{equation*}
\operatorname{det}\left({ }^{11} S^{12}(\epsilon){ }^{11} S^{12 t}(\epsilon)-1\right)=0 \tag{III.17}
\end{equation*}
$$

represents a set of possible boundary values for $V$. Since this type of boundary does not exist for $m=n=2$, but is present in many other configurations, we conclude

Proposition 5: In almost all cases, certain pieces of the boundary of $V$ are of the cylindrical form (III. 17), where ${ }^{11} S^{12}(\epsilon)$ is an amputated part of $S^{12}(\epsilon)$.

## IV. APPLICATION OF THE FIRST CASE: $m=1,2$

As an illustration of the results of the preceding section, we here present the general solution of our problem when $S^{12}$ consists only of two lines ( $m=2$ ). Indeed the case $m=1$

$$
S^{12}=\left(s_{12}^{12}, s_{13}^{12}, s_{14}^{12}, \ldots, s_{1, n+1}^{12}\right)
$$

is completely trivial since our Proposition 4 implies that any one of these elements is maximal if

$$
\begin{equation*}
\sum_{i=2}^{n+1} a_{1 i}^{2}=1 \tag{IV.1}
\end{equation*}
$$

i.e., when this line saturates unitarity. Inside the case $m=2$ it is useful to distinguish two subcases $n=2$ and $n \geqslant 3$.

## A. $m=n=2$

When $m=n=2 S^{12}$ has four elements

$$
S^{12}=\left(\begin{array}{ll}
s_{13} & s_{14}  \tag{IV.2}\\
s_{23} & s_{24}
\end{array}\right)
$$

The extremal $S^{12}$ can be classified according to the eigenvalues of $S^{12} S^{12 t}$ or equivalently $\widetilde{S}^{12}$.
When one of the values of $\widetilde{S}^{12}$ is one, the boundary of Proposition 4 is given by

$$
\begin{equation*}
\operatorname{det}\left(S^{12}(\epsilon) S^{12 t}(\epsilon)-1\right)=0 \tag{IV.3}
\end{equation*}
$$

As can be seen directly, the only relevant sign among the $\epsilon_{i j}$ can be chosen to be $\epsilon_{24}$, and $\epsilon_{13}=\epsilon_{14}=\epsilon_{23}=1$. Hence (IV.3) describes two surfaces only. The surface $\epsilon_{24}=-1$ is the desired boundary of volume $V$ since it is always exterior to the surface $\epsilon_{24}=+1$ (application of proposition 0).
When the two values of $\tilde{S}^{12}$ are equal to one $S^{12}$ simply is a unitary matrix. Using the freedom of phases (II.15), $S^{12}$ can be chosen real and is then a surface of lower dimension ( 2 instead of 3 ) entirely contained in boundary (IV. 3).

When one of the values of $\widetilde{S}^{12}$ is zero, the two lines of $S^{12}$ are proportional and

$$
\begin{equation*}
a_{13} / a_{23}=a_{14} / a_{24} . \tag{IV.4}
\end{equation*}
$$
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FIG. 1. Bounds on $a_{23}$ as a function of $a_{13}$ when $a_{14}$ and $a_{24}$ are fixed (here $a_{13}=\sqrt{1-a_{14}^{2}}=0.8, a_{23}=\sqrt{1-a_{24}^{2}}=0.9$ ). The shaded regions are those which are excluded by the full requirements of unitarity compared with the trivial bounds $a_{13}=a_{13}^{c}$ (vertical line from B) and $a_{23}=\alpha_{23}$ (horizontal line from A). The ellipse starting from $C$ and ending in $D$ (the true bound) has equation $\operatorname{det}\left(S^{12} S^{12 t}-1\right)=0$, i. e. $\left(a_{12}^{2}+a_{14}^{2}-1\right)\left(a_{23}^{2}+a_{24}^{2}-1\right)-\left(a_{13} a_{23}\right.$ $\left.-a_{14} a_{24}\right)^{2}=0$. The dotted line is the hyperbola $a_{13} a_{23}=a_{14} a_{24}=\pi$, while the circle $a_{13}^{2}+a_{23}^{2}=1$ is another trivial bound.
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FIG. 2. Bounds on $a_{23}$ as a function of $a_{13}$ when $a_{1 i}, a_{2 i}(i$ $=4, \ldots, N)$ are fixed. Here $\pi^{+}=0.346, \pi^{-}=0.15, a_{3_{3}}^{f}=0.835$, and $\alpha_{23}^{6}=0.707$, we are in the case $0<\pi^{-}<\pi^{+}<a_{13}^{G_{23}} a_{23}$. The shaded regions are those excluded compared with the trivial bounds $a_{13}=a_{13}$ (vertical dotted line) and $a_{23}=a_{23}$ (horizontal dotted line). Remark that the parts of these straight lines between the two hyperbolas $a_{13} a_{23}=\pi^{-}$and $a_{13} a_{23}=\pi^{*}$ are true bounds of the domain. The ellipses do not touch the circle $a_{13}^{2}+a_{23}^{2}=1$, the other trivial bound any more.

The maximum occurs when the other value of $\widetilde{S}^{12}$ is one, i.e., when

$$
\begin{equation*}
a_{13}^{2}+a_{14}^{2}+a_{23}^{2}+a_{24}^{2}=1 \tag{IV.5}
\end{equation*}
$$

Equation (IV.4) together with Eq. (IV.5) is of dimension 2 , and is again entirely contained in boundary (IV. 3).


FIG. 3. Bounds on $a_{23}$ as a function of $a_{13}$ when $a_{1 i}, a_{21}(i$ $=4, \ldots, N$ ) are fixed. Here $\pi^{+}=0.49, \pi^{-}=0.173, a_{13}^{c}=0.707$, and $a_{23}^{c}=0.632$, we are in the case $0<\pi^{-}<a a_{13} a_{23}<\pi^{+}$. The shaded regions are those excluded compared with the trivial bounds $a_{13}=a_{13}^{c}$ and $a_{23}=a_{23}^{c}$. Remark that the parts of these straight lines between the hyperbola $a_{13} a_{23}=\pi^{-}$and the point ( $a_{13}, a_{23}^{c}$ ) are true bounds of the domain.

A23


FIG. 4. Bounds on $a_{23}$ as a function of $a_{13}$ when $a_{1 i}, a_{2 i}(i$ $=4, \ldots, N ; N>5$ ) are fixed. Here $\pi^{+}=0.324, \pi^{-}=-0.173, a_{13}$ $=0.835$, and $a_{23}=0.707$, we are in the case $\pi<0<\pi^{+}<a_{1_{9}} a_{23}^{\epsilon}$. The shaded regions are those excluded compared with the trivial bounds $a_{13}=a_{13}^{c}$ and $a_{23}=a_{23}^{c}$. Remark that the parts of these straight lines between the hyperbola ( $a_{13} a_{23}=\pi^{+}$) and the axis are true bounds of the domain.

The surface (IV.3) ( $\epsilon_{24}=-1$ ) is conveniently represented by an ellipse in the $a_{13} a_{23}$ plane. (See Fig. 1). This corresponds to the intersection of the four-dimensional space of the $a_{i j}$ by the hyperplanes $\left|s_{14}\right|=a_{14}$ and $\left|s_{24}\right|=a_{24}$, two given constants such that $a_{14}^{2}+a_{24}^{2} \leqslant 1$. All points inside the ellipse are allowed points of volume $V$. The ellipse is tangent to the straight lines

$$
\begin{equation*}
a_{13}=\left(1-a_{14}^{2}\right)^{1 / 2}=a_{13}^{c}, \quad a_{23}=\left(1-a_{24}^{2}\right)^{1 / 2}=a_{23}^{c} \tag{IV.6}
\end{equation*}
$$

at the points where


FIG. 5. Bounds on $a_{23}$ as a function of $a_{13}$ when $a_{1 i}$ and $a_{2 i}(i$ $=4, \ldots, N ; N>5$ ) are fixed. Here $\pi^{+}=0.52, \pi^{-}=-0.245, a_{13}^{c}$ $=0.707$, and $a_{2_{3}}=0.632$, we are in the case $\pi^{-}<0<a_{13} a_{23}^{\epsilon}<\pi^{+}$. The bounds on the domain are the trivial straight lines $a_{13}=a_{13}$ and $a_{23}=a_{23}$.

$$
\begin{equation*}
a_{13} a_{23}=a_{14} a_{24} \equiv \pi \tag{IV.7}
\end{equation*}
$$

where $\pi$ is introduced for later convenience. These points (corresponding to surfaces of dimension 2 and not 3 in $\varepsilon$ ) are the only remnants of the case of proposition 5 corresponding to $S^{12}$ amputated of its first or second line. Finally the ellipse is also tangent to the circle

$$
\begin{equation*}
a_{13}^{2}+a_{23}^{2}=1 \tag{IV.8}
\end{equation*}
$$

another remnant of $S^{12}$ amputated of its second column.
B. $m=2, n>2$

When $m=2$ and $n>2, S^{12}$ consists of two lines

$$
S^{12}=\left(\begin{array}{lllll}
s_{13} & s_{14} & s_{15} & \ldots & s_{1 n+2}  \tag{IV.9}\\
s_{23} & s_{24} & s_{25} & \ldots & s_{2 n+2}
\end{array}\right)
$$

When the value of $\widetilde{S}_{11}^{12}$ is one, the form of some boundaries is, as usual

$$
\begin{equation*}
\operatorname{det}\left(S^{12}(\epsilon) S^{12 t}(\epsilon)-1\right)=0 \tag{IV.10}
\end{equation*}
$$

In the plane $a_{13}, a_{23}$, once all the other $a$ 's have been fixed, (IV. 10) is represented by ellipses or hyperbolas which are tangent to the critical straight lines
(a) $a_{13}=\left(1-\sum_{4}^{n+2} a_{1 i}^{2}\right)^{1 / 2} \equiv a_{13}^{c}$
(b) $a_{23}=\left(1-\sum_{4}^{n+2} a_{2 i}^{2}\right)^{1 / 2} \equiv a_{23}^{c}$.

At most two of these ellipses are relevant. Indeed (IV.11a) and (IV.11b) are of the form of equation (III. 17) related to $S^{12}$ amputated of one of its lines. So that part of the lines (IV.11a), (IV.11b) are bounds of domain $V$. For these later bounds to appear, according to (C.13), one must be able to find phases such that the line which has been removed from $S^{12}$ is unitary orthogonal to ${ }^{11} U^{22}$. In this case ${ }^{11} U^{22}$ is simply the remaining line in the amputated $S^{12}$. [Technically one uses (C.3) and (C. 6) with ${ }^{12} U^{11}=0$ being a consequence of unitarity for $\left.U^{11}\right]$.

Here we simply describe the final result. As suggested by (C. 14), let $\pi^{+}$and $\pi^{-}$be defined as follows:

$$
\begin{align*}
& \pi^{+}=\sum_{i=4}^{n+2} a_{1 i} a_{2 i}  \tag{IV.12}\\
& \pi^{-}=a_{1 \iota} a_{2 i}-\sum_{\substack{i=4 \\
i \neq l}}^{n+2} a_{1 i} a_{2 i} \tag{IV.13}
\end{align*}
$$

where $a_{1 l} a_{2 l}$ is the largest of the products $a_{1 i} a_{2 i}$ ( $i$ $=4, \ldots, n+2$ ). Remark that, when $n=2, \pi^{+}=\pi^{-}=\pi$ (IV.7).

Four cases occur whether

$$
\begin{equation*}
\pi^{+} \gtrless a_{13}^{c} a_{23}^{c}, \quad \pi^{-} \gtrless 0 \tag{IV.14}
\end{equation*}
$$

Specific examples are drawn in Figs. 2-5.

## V. FURTHER STUDY OF DOMAIN $\mathscr{V}$ IN THE FIRST CASE

In this section, we study the relations between a matrix $S^{12}$ and the matrices which are contained in it from the point of view of our problem.

Consider the decomposition

$$
S^{12}=\left(\begin{array}{ll}
{ }^{11} S^{12} & { }^{12} S^{12}  \tag{V,1}\\
{ }^{21} S^{12} & { }^{22} S^{12}
\end{array}\right)
$$

First let us remark that if a matrix $S^{12}$ is unitarizable, then evidently any of its submatrices is unitarizable. This shows immediately that, if $S^{12}$ has all its pseudoeigenvalues smaller than or equal to one, i.e., if

$$
\begin{equation*}
1-S^{12} S^{12+} \geqslant 0 \tag{V.2}
\end{equation*}
$$

is a semidefinite positive matrix, then for any amputated matrix ${ }^{11} S^{12}$

$$
\begin{equation*}
1-{ }^{11} S^{12{ }^{11}} S^{12 t} \geqslant 0 \tag{V.3}
\end{equation*}
$$

Inversely, one may ask what are the conditions to be fulfilled by ${ }^{11} S^{12},{ }^{12} S^{12}$, and ${ }^{21} S^{12}$ for $S^{12}$ to be unitarizable by the adjunction of a matrix ${ }^{22} S^{12}$. When ${ }^{21} S^{12}$ and ${ }^{12} S^{12 t}$ have one line only, the necessary and sufficient condition for the existence of a number ${ }^{22} S^{12}$ is given by the theorem.

Theorem: Let $A=\left({ }^{11} S^{12},{ }^{12} S^{12}\right)$ and $B^{t}=\left({ }^{11} S^{12 t},{ }^{21} S^{12 t}\right)$ be given complex matrices ( ${ }^{21} S^{12}$ and ${ }^{12} S^{12 t}$ one line only). If $\alpha_{1}=1-A A^{+}$is a positive matrix, and if $\operatorname{det}\left(1-B B^{+}\right)$ is positive, then there exists a number ${ }^{22} S^{12}$ such that $S^{12}$ is unitarizable.

Proof: First we show that the conditions on $A$ and $B$ imply the existence of a number ${ }^{22} S^{12}$ such that

$$
\begin{equation*}
\operatorname{det}\left(1-S^{12} S^{12+}\right)>0 \tag{V.4}
\end{equation*}
$$

Then we deduce that $1-S^{12} S^{12+}$ is positive, thus that $S^{12}$ is unitarizable.

Writing $1-S^{12} S^{12+}$ in the form $(m-1,1)$,

$$
1-S^{12} S^{12+}=\left(\begin{array}{ll}
\alpha_{1} & \alpha_{2}  \tag{V.5}\\
\alpha_{2}^{+} & \alpha_{4}
\end{array}\right)
$$

we find $[\operatorname{see}(D .9)]$

$$
\begin{equation*}
\operatorname{det}\left(1-S^{12} S^{12+}\right)=\left(\alpha_{4}-\alpha_{2}^{+} \alpha_{1}^{-1} \alpha_{2}\right) \operatorname{det} \alpha_{1} \tag{V.6}
\end{equation*}
$$

In this formula we are allowed to use $\alpha_{1}^{-1}$ since $\alpha_{1}$ is positive. Consequently $\operatorname{det} \alpha_{1}$ is also positive, and (V.4) becomes

$$
\begin{equation*}
\left.\left.a\right|^{22} S^{12}\right|^{2}+b^{22} S^{12}+b^{* 22} S^{12^{*}}+c>0 \tag{V.7}
\end{equation*}
$$

where

$$
\begin{align*}
& a=1+{ }^{12} S^{12+} \alpha_{1}^{-112} S^{12} \\
& b={ }^{12} S^{12+} \alpha_{1}^{-111} S^{1221} S^{12+}  \tag{V.8}\\
& c=-1+{ }^{21} S^{1221} S^{12+}+{ }^{21} S^{12{ }^{11}} S^{12+} \alpha_{1}^{-111} S^{1221} S^{12+}
\end{align*}
$$

A solution ${ }^{21} S^{12}$ of Eq. (V.7) exists if

$$
\begin{equation*}
|b|^{2}-a c>0 \tag{V.9}
\end{equation*}
$$

As is shown in Appendix D, this condition can simply be written as

$$
\begin{equation*}
\operatorname{det} \alpha_{1} \operatorname{det}\left(1-B B^{+}\right)>0 \tag{V.10}
\end{equation*}
$$

which is true by hypothesis.
Finally, to prove that $1-S^{12} S^{12+}$ is positive, let us consider an arbitrary vector $V$, and

$$
\begin{equation*}
M=V^{+}\left(1-S^{12} S^{12+}\right) V \tag{V.11}
\end{equation*}
$$

Decomposing $V^{t}=\left(V_{1}^{t}, V_{4}^{t}\right)$, where $V_{4}$ is a number, one shows easily that $M$ is always positive. Indeed

$$
\begin{equation*}
M=V_{1}^{+} \alpha_{1} V_{1}+V_{1}^{+} \alpha_{2} V_{4}+V_{4}^{+} \alpha_{2}^{+} V_{1}+V_{4}^{+} \alpha_{4} V_{4} \tag{V.12}
\end{equation*}
$$

Using the inequality $\alpha_{4}>\alpha_{2}^{+} \alpha_{1}^{-1} a_{2}$ (V.6), we write

$$
\begin{equation*}
M>\left(V_{1}^{+} \alpha_{1}^{1 / 2}+V_{4}^{+} \alpha_{2}^{+} \alpha_{1}^{-1 / 2}\right)\left(\alpha_{1}^{1 / 2} V_{1}+\alpha_{1}^{-1 / 2} \alpha_{2} V_{4}\right)>0 \tag{V.13}
\end{equation*}
$$

which is clearly positive for any $V$.

## VI. SECOND CASE

## A. Presentation of the problem

Let as usual all the matrices of the problem have the decomposition ( $m, n, p$ )

$$
S(m, n, p)=\left(\begin{array}{lll}
S^{11} & S^{12} & S^{13}  \tag{VI.1}\\
S^{12 t} & S^{22} & S^{23} \\
S^{13 t} & S^{23 t} & S^{33}
\end{array}\right)
$$

The problem we would like to solve is to obtain the bounds on the modulus of one element of $S^{11}$ once the moduli of all the elements of $S^{12}$ are given. We have succeeded in giving the general solution of this problem when $m=2$ only.

According to (II. 6) and (II. 9) the general form of $X$ is

$$
X(m, n, p)=\left(\begin{array}{ccc}
X^{11} & X^{12} & 0  \tag{VI.2}\\
X^{12 t} & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $X^{11}$ is a $m \times m$ symmetric matrix whose only nonzero elements are those corresponding to the special element $s_{p q}$ of $S^{11}$. The possible forms are either

$$
X^{11}(1, m-1)=\left(\begin{array}{ll}
x_{11} & 0  \tag{VI.3}\\
0 & 0
\end{array}\right), \quad x_{11}=s_{11}
$$

or

$$
X^{11}(1,1, m-2)=\left(\begin{array}{ccc}
0 & x_{12} & 0  \tag{VI.4}\\
x_{12} & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad x_{12}=s_{12}
$$

In Appendix E, we have solved with some details the problem when $m=2$ and $p=0$. We next present the results of this appendix and some indications of the more general problem.

## B. Some solutions of the problem when $p=0$

## 1. Real solution when $m$ is arbitrary

Let $a_{i j}(i=(1, \ldots, m) ; j=(m+1, \ldots, m+n))$ be the given moduli of $S^{12}$. Let $\epsilon_{i j}$ be an arbitrary set of signs and let

$$
\begin{equation*}
s_{i j}=\epsilon_{i j} a_{i j} \quad(i=1, \ldots, m ; j=m+1, \ldots, m+n) \tag{VI.5}
\end{equation*}
$$

the elements of $S^{12}(\epsilon)$.
A system of extremal solutions is obtained by
Proposition 6: Let $A(\epsilon)=\left(S^{11}, S^{12}\right)$ be a real matrix. It is extremal if

$$
\begin{equation*}
A(\epsilon) A^{t}(\epsilon)=1_{m} . \tag{VI.6}
\end{equation*}
$$

This is not difficult to show by using the method outlined in Appendix E. In this case all matrices involved in the problem are real, and the phase conditions are satisfied trivially.

In order to obtain explicitly the extremal value of the element $\left|s_{p q}\right|$ belonging to $S^{11}$, one may use the following method.
(i) Choose a system of $\epsilon$ and compute the eigenvalues of $S^{12}(\epsilon) S^{12 t}(\epsilon)$, namely $s_{j}^{2}$. The system ( $\epsilon$ ) is allowed if all $s_{j}^{2}$ are smaller than or equal to one.
(ii) Compute the orthogonal matrix $U^{11}(\epsilon)$ which diagonalizes $S^{12} S^{12 t}$.
(iii) Choose $\epsilon_{i}(i=1, \ldots, m)$ and let the diagonal elements of the diagonal matrix $\widetilde{S}^{11}(\epsilon)$ be

$$
\begin{equation*}
c_{i}=\epsilon_{i} \sqrt{1-s_{i}^{2}} . \tag{VI.7}
\end{equation*}
$$

(iv) The modulus $a_{p q}(\epsilon)$ of the element $s_{p q}$ of $S^{11}(\epsilon)$ computed from

$$
\begin{equation*}
S^{11}=U^{11} \widetilde{S}^{11} U^{11 t} \tag{VI.8}
\end{equation*}
$$

is an extremal value.

## 2. Other solutions when $m=2$

When $m=2$, we have shown in Appendix E that some trivial bounds can be reached which are not of the form of Proposition 6. In these cases the extremal matrices $S$ are indeed complex.

The explicit forms of these bounds are of two types.

$$
S^{11}=\left(\begin{array}{cc}
\left(1-\sum_{i=3}^{n+2} a_{1 i}^{2}\right)^{1 / 2} & 0  \tag{VI.9}\\
0 & \left(1-\sum_{i=3}^{n+2} a_{2 i}^{2}\right)^{1 / 2}
\end{array}\right)
$$



FIG. 6. The curve of $a_{12}^{2}$ as a function of $\pi^{2}$ once $\sigma_{1}$ and $\sigma_{2}$ have been fixed. Here $\sigma_{1}=0.6$ and $\sigma_{2}=0$. 2. The vertical dotted line has equation $\pi^{2}=\left(1-\sigma_{1}\right)\left(1-\sigma_{2}\right)$ and the horizontal one has $a_{12}^{2}$ $=\min \left(1-\sigma_{1}, 1-\sigma_{2}\right)$. Let $\pi^{+}=\sum_{i=3}^{n+2} a_{1 i} a_{2 i}$ and $\pi^{-}=a_{1 i} a_{2 l}-\sum_{\substack{i=3 \\ i=1}}^{n+2} a_{1 i} \cdot a_{2 i}$ ( $a_{11} a_{2 l} \geq a_{1 i} a_{2 i}$ for all $i$ ). The intersection of the curve with $\pi$ $=\pi^{+}$or $\pi=\pi^{-}$determines possible upper and lower bounds for $a_{12}^{2}$.


FIG. 7. Example of bounds of $a_{12}^{2}$ as a function of $a_{13}^{2}$ once $a_{14}, a_{23}$ and $a_{24}$ have been fixed. Remark that the straight lines $a_{12}^{2}=1$ $-a_{23}-a_{24}^{2}$ and $a_{12}^{2}+a_{13}^{2}=1-a_{14}^{2}$ may be parts of the true bound of the domain.

$$
S^{11}=\left(\begin{array}{lc}
0 & \left(1-\sum_{i=3}^{n+2} a_{1 i}^{2}\right)^{1 / 2}  \tag{VI.10}\\
\hdashline\left(1-\sum_{i=3}^{n+2} a_{1 i}^{2}\right)^{1 / 2} & \left(\sum_{i=3}^{n+2}\left(a_{1 i}^{2}-a_{2 i}^{2}\right)^{1 / 2}\right.
\end{array}\right)
$$

where we have assumed that $\sum_{i=3}^{n+2}\left(a_{1 i}^{2}-a_{2 i}^{2}\right)$ is positive. In both cases for this type of bound to appear there most exist a system of phases for the first two lines of $S$ such that they are unitary orthogonal.

## 3. Drawing of the results

When $m=2$, Eq. (VI. 6) may be represented by a surface in a $2 n+1$ dimensional space. We here write the equation of the surface explicitly in the variables $a_{12}$ and $a_{i j}(i=1,2 ; j=3, \ldots n+2)$. Define the following combination:

$$
\begin{equation*}
\sigma_{1}=\sum_{i=3}^{n+2} a_{1 i}^{2} \tag{VI.11}
\end{equation*}
$$

$$
\begin{align*}
& \sigma_{2}=\sum_{i=3}^{n+2} a_{2 i}^{2},  \tag{VI.12}\\
& \pi=\sum_{i=3}^{n+2} \epsilon_{i} a_{1 i} a_{2 i} . \tag{VI.13}
\end{align*}
$$

Equation (VI. 6) implies that the scalar product of the first two lines of $S$ is equal to zero, and reads

$$
\begin{equation*}
a_{12}^{4}\left(\left(\sigma_{1}-\sigma_{2}\right)^{2}+4 \pi^{2}\right)-2 a_{12}^{2}\left(2-\sigma_{1}-\sigma_{2}\right) \pi^{2}+\pi^{4}=0 \tag{VI.14}
\end{equation*}
$$

The curve of $a_{12}^{2}$ as a function of $\pi^{2}$ is given in Fig. 6 when $\sigma_{1}$ is larger than $\sigma_{2}$.
It may also be worthwhile to have a plot of $a_{12}^{2}$ as a function of one of the elements of $S^{12}$ (say $a_{13}^{2}$ ). There is a great number of different configurations and we have chosen to restrict ourselves to four explicit curves [Figs. 7(a)-(d)].

## APPENDIX A: GENERAL THEOREMS

We here recall some well-known theorems and give indications for their proofs.
(1) A unitary matrix $U$ can always be written

$$
\begin{equation*}
U=\exp (i H) \tag{A1}
\end{equation*}
$$

where $H$ is a Hermitian matrix (Ref. 1, Vol. I, Chap IX, p. 278).
(2) A unitary symmetric matrix $U$ can always be written

$$
\begin{equation*}
U=\exp (i R) \tag{A2}
\end{equation*}
$$

where $R$ is real symmetrical (Ref. 1, Vol. II, Chap. XI, p.4).
(3) A Hermitian matrix $H$ can be diagonalized by a unitary transformation $U$

$$
\begin{equation*}
H=U \tilde{H} U^{+} . \tag{A3}
\end{equation*}
$$

The same is true for a unitary matrix [by (A1)]. $\tilde{H}$ is diagonal real (Ref. 1, Vol. I, Chap. IX p. 274).
(4) A real symmetrical matrix $R$ can be diagonalized by a real orthogonal transformation $O$

$$
\begin{equation*}
R=O \tilde{R} O^{t} \tag{A4}
\end{equation*}
$$

The same is true for a unitary symmetric matrix [by (A. 2), (Ref. 1, Vol. I, Chap. IX, p. 285].
(5) Let $A$ be an arbitrary ( $m \times n$ ) matrix. Then the semipositive Hermitian matrices $A A^{+}$and $A^{+} A$ have the same positive eigenvalues $\boldsymbol{a}_{i}^{2}$ with the same multiplicities. For the eigenvalues zero, the multiplicities differ by $|n-m|$.
(6) There exists a unitary matrix $U$ which diagonalizes $A A^{+}$and a unitary matrix $V$ which diagonalizes $A^{*} A$, and such that if

$$
\begin{equation*}
A=U \tilde{A} V^{+} \tag{A5}
\end{equation*}
$$

$\tilde{A}$ is in a pseudo-diagonal form which can be chosen real positive. When $n \geqslant m$, this means that, if $\tilde{A}$ is decomposed in

$$
\begin{equation*}
\tilde{A}(m, n-m)=\left(\tilde{A}^{11}, \tilde{A}^{12}\right) \tag{A6}
\end{equation*}
$$

$\widetilde{A}^{11}$ is a square $m \times m$ diagonal real positive matrix with diagonal elements $a_{j}$, and $\widetilde{A}^{12}$ is identically zero.

Proof: In the proof of (5) and (6) one may use the lemma:
(7) If $A A^{+}=1_{m}$ and $A^{+} A=1_{n}$, where $1_{k}$ is the $k$-dimensional unit matrix, then $m=n$. (This follows trivially from rank considerations.) If $A A^{+}=0$ then $A=0$.

The existence of $U^{\prime} s$ and $V$ 's which diagonalize, respectively, $A A^{+}$in $D^{(1)}$ and $A^{+} A$ in $D^{(2)}$ follows from (3). Using (A.5) as a definition of $\tilde{A}$, one obtains

$$
\begin{equation*}
\tilde{A} \tilde{A} \tilde{A}=D_{1} \tilde{A}=\tilde{A} D_{2} \tag{A7}
\end{equation*}
$$

This implies that $\tilde{A}$ may be decomposed in blocks $\tilde{A}_{r s}$ corresponding to one given eigenvalue $d_{r}^{(1)}$ of $D_{1}$ and to $d_{s}^{(2)}$ of $D_{2}$, with

$$
\begin{equation*}
\tilde{A}_{r s}=0 \text { if } d_{r}^{(1)} \neq d_{s}^{(2)} . \tag{A8}
\end{equation*}
$$

By writing $\tilde{A} \tilde{A}^{+}=D_{1}$ and $\tilde{A^{+}} \tilde{A}=D_{2}$; one obtains

$$
\begin{array}{ll}
A_{r r} A_{r r}^{+}=d_{r} 1_{(1)}, & \text { (1) is the multiplicity of } d_{r}^{(1)}, \\
d_{r}=d_{r}^{(1)}=d_{r}^{(2)}=a_{r}^{2}, \tag{A9}
\end{array}
$$

$$
A_{r r}^{+} A_{r r}=d_{r} 1_{(2)}, \quad \text { (2) is the multiplicity of } d_{r}^{(2)}
$$

The internal consistency of (A8) (A9) and our lemma imply (5). By ordering the eigenvalues $d_{r}$ of $D^{1}$ and $D^{2}$ by decreasing order, the $A_{r r}$ blocks appear on the main diagonal. Since the $A_{r r}$ are unitary up to a factor they can be made proportional to the unit matrix by a suitable unitary transformation inside the subspace corresponding to one eigenvalue. A final phase transformation makes $\widetilde{A}$ real positive. This completes the proof of (6).
(8) In complete analogy with (5) and (6), an arbitrary ( $m \times n$ ) real matrix $A$ can be pseudo-diagonalized by real orthogonal transformations $O$ and $P$

$$
\begin{equation*}
A=O \tilde{A} P \tag{A10}
\end{equation*}
$$

## APPENDIX B: PROOF OF (III.9)

In this appendix we show that the general solution of Eqs. (II. 1), (II. 2), (II. 9b), (II. 12), invariant under Eq. (II. 14), (III. 4), is of the form (III. 9).

With the notation (III. 1), the Lagrange equations (II. 12) become

$$
\begin{align*}
a-\tilde{S}^{12} \tilde{X}^{12+} & =\tilde{X}^{12} \widetilde{S}^{12+} \\
b-\widetilde{S}^{11} \tilde{X}^{12 *} & =\tilde{X}^{12} \tilde{S}^{2+} \\
c-\quad 0 & =\tilde{X}^{12} \widetilde{S}^{23 *} \\
d-\tilde{S}^{12 t} \tilde{X}^{12 *} & =\tilde{X}^{12 t} \tilde{S}^{12 *} \\
e-\quad 0 & =\widetilde{X}^{12 t} \tilde{S}^{13 *} \tag{B1}
\end{align*}
$$

while the unitarity conditions (II.1), (II. 2) read

$$
\begin{align*}
& a-\tilde{S}^{11} \tilde{S}^{11+}+\tilde{S}^{12} \tilde{S}^{12+}+\tilde{S}^{13} \tilde{S}^{13+}=1, \\
& b-\tilde{S}^{11} \tilde{S}^{12 *}+\tilde{S}^{12} \tilde{S}^{22+}+\tilde{S}^{13} \tilde{S}^{23 *}=0, \\
& c-\tilde{S}^{11} \tilde{S}^{13 *}+\tilde{S}^{12} \tilde{S}^{23+}+\tilde{S}^{13} \tilde{S}^{33+}=0, \\
& d-\tilde{S}^{12 t} \tilde{S}^{12 *}+\tilde{S}^{22} \tilde{S}^{22+}+\tilde{S}^{23} \tilde{S}^{23+}=1, \\
& e-\widetilde{S}^{12 t} \tilde{S}^{13 *}+\widetilde{S}^{22} \tilde{S}^{23 *}+\tilde{S}^{23} \tilde{S}^{33+}=0, \\
& f-\widetilde{S}^{13 t} \widetilde{S}^{13 *}+\widetilde{S}^{23 t} \widetilde{S}^{23 *}+\widetilde{S}^{33} \widetilde{S}^{33+}=1 . \tag{B2}
\end{align*}
$$

Since the matrices $S^{12} S^{12+}, X^{12} X^{12+}$, and $S^{12} X^{12+}$ are Hermitian and commute, due to Eq. (B1a), it can be shown (cf. Appendix A) that $\widetilde{S}^{12}$ and $\tilde{X}^{12}$ can be "pseudodiagonalized" in the canonical forms.

$$
\tilde{S}^{12}(m, n-m)=\left(\begin{array}{cccc:c}
s_{1} & & & & \vdots  \tag{B3}\\
& s_{2} & & & \\
& 0 & & \cdot & \\
& & & & \\
& & & s_{m} &
\end{array}\right),
$$

$\tilde{X}^{12}(m, n-m)=\left(\begin{array}{cccc:c}x_{1} & & & & \\ & x_{2} & & 0 & \\ 0 & & \ddots & & 0 \\ & & & x_{m} & \end{array}\right)$,
where we have assumed for definiteness that $n$ is larger than or equal to $m$. Moreover the $s_{i}$ can be taken to be real nonnegative while the $x_{i}$ are real.

Since $\tilde{S}^{11}$ has to satisfy the equations

$$
\begin{align*}
& \tilde{S}^{11} \tilde{S}^{12 *} \tilde{X}^{12 t}=-\tilde{S}^{12} \tilde{X}^{12+} \tilde{S}^{11}  \tag{B5}\\
& \tilde{S}^{11} \tilde{X}^{12 *} \tilde{X}^{12 t}=\tilde{X}^{12} \tilde{X}^{12+} \widetilde{S}^{11}
\end{align*}
$$

which are consequences of (B2) and (B1), it assumes the form given by

$$
\begin{align*}
& \operatorname{given}_{s_{i} \neq 0} \\
& +x_{j}-x_{j}+x_{k}-x_{k} \\
& \tilde{S}^{11}=\left(\begin{array}{cccc}
1^{t} & 1 & & \\
& & 2 & 3 \\
& & 3^{t} & 2
\end{array}\right.  \tag{B6}\\
&
\end{align*}
$$

where the lines and columns of $\tilde{S}^{11}$ have been labelled with the corresponding diagonal values of $\widetilde{X}^{12}$ and $\widetilde{S}^{12}$ and the shaded blocks or blocks labeled $1,2, \ldots$ ) are the only nonzero ones. More precisely $\tilde{s}_{i j}^{11}$ may be different from zero only if either
(1) $s_{i}=s_{j} \neq 0 \quad$ and $\quad x_{i}=-x_{j} \neq 0$ (blocks $1,1^{t}$ ),
(2) $s_{i}=s_{j}=0 \quad$ and $\quad x_{i}= \pm x_{j} \neq 0$ (blocks 2, 3),
(3) $s_{i}$ and $s_{j}$ arbitrary and $x_{i}=x_{j}=0$ (block 4).

An analogous reasoning applied to $\tilde{S}^{22}$ leads to

$$
\begin{align*}
& \operatorname{given}_{s_{i} \neq 0} \quad s=0 \quad \text { any } s \\
& +x_{j}-x_{j}+x_{k}-x_{k} x=0 \quad n-m \\
& \tilde{S}^{22}=\left(\begin{array}{lllll}
1^{t} & 1 & & & \\
& & 2 & 3 & \\
& & 3^{t} & 2 & \\
& & & & 4
\end{array}\right) \tag{B7}
\end{align*}
$$

Compared with the $\widetilde{S}^{11}$, the structure of $\tilde{S}^{22}$ is quite the same except that the block 4 in $\widetilde{S}^{22}$ has been expanded to
include the $n-m$ extra lines and columns. Equation (B. 1b) then implies the following relations between $\tilde{S}^{11}$ and $\widetilde{S}^{22}$

$$
\begin{align*}
& \tilde{S}^{11}(\text { block } 1)=-\tilde{S}^{22}(\text { block } 1), \\
& \tilde{S}^{11}(\text { block } 2)=+\widetilde{S}^{22}(\text { block } 2), \\
& \tilde{S}^{11}(\text { block } 3)=-\tilde{S}^{22}(\text { block } 3) \tag{B.8}
\end{align*}
$$

Equations (B1c) and (B1d) then reduce $\widetilde{S}^{13}$ and $\widetilde{S}^{23}$ to the form

$$
\left.\tilde{S}^{13}=\begin{array}{l}
x \neq 0  \tag{B9}\\
x=0 \\
\hline
\end{array}\right)
$$



Unitarity (B2) then implies that the blocks 1 in (B6) and ( $B 7$ ) are square matrices except when $s_{i}=1$. When $s$ is different from zero and one, this signifies that the nonzero $x$ 's appear in pairs of opposite sign ( $x_{j} \leftrightarrows-x_{j}$ ).

The fact that there are basically no other conditions on the possible values of $x$ 's and $s$ 's can be verified readily by checking that the matrix of Table I is unitary and symmetric, and satisfies the Lagrange equations. In this table specific values of $\widetilde{S}^{13}=0, \widetilde{S}^{23}=0, \widetilde{S}^{11}, \widetilde{S}^{22}$, and $\widetilde{S}^{33}=1$ have been chosen quite arbitrarily. We have the right to do so because we have only to show that there exists a solution for those submatrices which does not give further restrictions on the matrices $\widetilde{X}^{12}$ and $\widetilde{S}^{12}$.

## APPENDIX C: PROOF OF (III.17)

When $\tilde{X}^{12}$ has one non-zero element $\left(\tilde{X}_{11}^{12}=x\right)$ and $U^{11}$ and $U^{22}$ have respectively ( $m-k$ ) and ( $n-l$ ) zeros on their first columns, $X^{12}$ is of the form

TABLE I.


[^5]\[

X^{12}\binom{k, m-k}{l, n-l}=\left($$
\begin{array}{ll}
{ }^{11} X^{12} & 0  \tag{C1}\\
0 & 0
\end{array}
$$\right)
\]

where ${ }^{11} X^{12}$ is a $k \times 1$ nonzero real matrix. Analogously $S^{12}$ will be written in rectangular blocks

$$
S^{12}\binom{k, m-k}{l, n-l}=\left(\begin{array}{cc}
{ }^{11} S^{12} & { }^{12} S^{12}  \tag{C2}\\
{ }^{21} S^{12} & { }^{22} S^{12}
\end{array}\right)
$$

where ${ }^{11} S^{12}$ is a real matrix.
Let $U^{11}$ and $U^{22}$ be the unitary transformations

$$
U^{11}\binom{k, m-k}{1, m-1}=\left(\begin{array}{cc}
{ }^{11} U^{11} & { }^{12} U^{11}  \tag{C3}\\
0 & { }^{22} U^{11}
\end{array}\right)
$$

and

$$
U^{22}\binom{l, n-l}{1, n-1}=\left(\begin{array}{cc}
{ }^{11} U^{22} & { }^{12} U^{22}  \tag{C4}\\
0 & { }^{22} U^{22}
\end{array}\right)
$$

which pseudo-diagonalize $S^{12}$ in $\widetilde{S}^{12}$

$$
\begin{equation*}
S^{12}=U^{11} \widetilde{S}^{12} U^{22 t} \tag{C5}
\end{equation*}
$$

The matrix $S^{12}$ has $s_{1}=1$. Also remark that ${ }^{11} U^{11}$ and ${ }^{11} U^{22}$ are, respectively, $k \times 1$ and $l \times 1$ matrices.

We now show that ${ }^{11} S^{12}{ }^{11} S^{12 t}={ }^{11} S^{12}{ }^{11} S^{12+}$ has ${ }^{11} U^{11}$ as an eigenvector with eigenvalue 1. Indeed

$$
\begin{equation*}
{ }^{11} S^{12}=\left({ }^{11} U^{11},{ }^{12} U^{11}\right) \widetilde{S}^{12}\binom{{ }^{11} U^{22 t}}{{ }^{2} 2 U^{22 t}} \tag{C6}
\end{equation*}
$$

and

$$
\begin{align*}
{ }^{11} S^{12}{ }^{11} S^{12+11} U^{11}= & \left({ }^{11} U^{11},{ }^{12} U^{11}\right) \widetilde{S}^{12}\left(\begin{array}{cc}
1_{1} & 0 \\
0 & { }^{12} U^{22 t}{ }^{12} U^{22 *}
\end{array}\right) \\
& \times \widetilde{S}^{12}\binom{1}{0} \\
= & \left({ }^{11} U^{11},{ }^{12} U^{11}\right)\binom{1}{0} \\
= & { }^{11} U^{11} \tag{C7}
\end{align*}
$$

Let $\tilde{\tilde{U}}^{11}$ and $\tilde{U}^{22}$ be the $k \times k$ and $l \times l$ orthogonal matrices which pseudo-diagonalize ${ }^{11} S^{12}$. Then

$$
\begin{align*}
S^{12} & =\left(\begin{array}{ll}
\tilde{U}^{11} & 0 \\
0 & 1_{m-k}
\end{array}\right)\left(\begin{array}{ccc}
1_{1} & 0 & 0 \\
0 & { }^{22} \tilde{\tilde{S}}^{12} & { }^{23} \tilde{\tilde{S}}^{12} \\
0 & { }^{32} \tilde{\tilde{S}}^{12} & { }^{33} \tilde{\tilde{S}}^{12}
\end{array}\right)\left(\begin{array}{ll}
\tilde{U}^{22 t} & 0 \\
0 & 1_{n-l}
\end{array}\right) \\
& =\left(\begin{array}{ll}
\tilde{U}^{11} & 0 \\
0 & 1_{m-k}
\end{array}\right) \widetilde{\tilde{S}}^{12}\left(\begin{array}{ll}
\tilde{U}^{22 t} & 0 \\
0 & 1_{n-l}
\end{array}\right) . \tag{C8}
\end{align*}
$$

Let $\tilde{U}^{11}$ and $\tilde{U}^{22}$ be the $(m-1) \times(m-1)$ and $(n-1)$ $\times(n-1)$ matrices which pseudo-diagonalize the submatrix

$$
\binom{k-1, m-k}{l-1, n-l}=\left(\begin{array}{ll}
{ }^{22} \tilde{\tilde{S}}^{12} & { }^{23} \tilde{\tilde{\tilde{S}}}^{12}  \tag{C9}\\
{ }^{33} & \tilde{S}^{12}
\end{array}\right)
$$

of $\tilde{\tilde{S}}^{12}$. Thus

$$
\widetilde{\tilde{S}}^{12}=\left(\begin{array}{cc}
1_{1} & 0  \tag{C10}\\
0 & \tilde{U}^{12}
\end{array}\right) \quad \tilde{S}^{12}\left(\begin{array}{cc}
1_{1} & 0 \\
0 & \tilde{U}^{22 t}
\end{array}\right)
$$

Combining (C. 10) with (C. 8), one sees that

$$
\begin{align*}
& U^{11}=\left(\begin{array}{cc}
\tilde{U}^{11} & 0 \\
0 & 1_{m-k}
\end{array}\right)\left(\begin{array}{cc}
1_{1} & 0 \\
0 & \tilde{U}^{11}
\end{array}\right),  \tag{C11}\\
& U^{22}=\left(\begin{array}{cc}
\tilde{U}^{22} & 0 \\
0 & 1_{n-1}
\end{array}\right)\left(\begin{array}{cc}
1_{1} & 0 \\
0 & \tilde{U}^{22}
\end{array}\right), \tag{C12}
\end{align*}
$$

which are of the desired form (C3), (C4). It is again clear that the first column of $\widetilde{\widetilde{U}}^{11}$ (resp. $\dot{\widetilde{U}}^{\text {22 }}$ ) is precisely ${ }^{11} U^{11}$ (resp. ${ }^{11} U^{22}$ ).

The crucial property of this solution can be seen in Eq. (C8). When ${ }^{11} S^{12}$ is diagonalized, the number ${ }^{11} \tilde{S}^{12}$ is one. This implies immediately that ${ }^{13} \tilde{S}^{12}$ and ${ }^{32} \widetilde{\widetilde{S}}^{12}$ have to vanish because of unitarity. This last property is equivalent to

$$
\begin{align*}
& { }^{12} S^{12 t}{ }^{11} U^{11}=0,  \tag{C13}\\
& { }^{21} S^{12}{ }^{11} U^{22}=0,
\end{align*}
$$

since $\left(\tilde{U}^{11}\right)^{-1}=\tilde{U}^{111}$.
For this type of solution to exist, it is necessary, once a set of $\epsilon_{i j}$ 's $(= \pm 1)$ corresponding to the real part of ${ }^{11} S^{12}$ has been chosen, and once one eigenvalue of ${ }^{11} S^{12}{ }^{11} S^{12 t}$ has been set to one, to see whether there exists a set of phases for ${ }^{12} S^{12},{ }^{21} S^{12}$, and ${ }^{22} S^{12}$ such that (C13) is satisfied and such that the resulting $S^{12}$ has all its corresponding $s_{j}^{2}$ between zero and one.

It should be remarked that for condition (C. 13) to hold, a sum of $k$ or $l$ complex numbers whose moduli $R_{i}$ are known has to vanish. This is in general possible only when $k$ or $l$ is larger than or equal to three. The condition reads for all $i$

$$
\begin{equation*}
R_{i} \leqslant \sum_{j \neq i} R_{j} \tag{C14}
\end{equation*}
$$

It is not difficult to see that this type of solutions forms ( $n m-1$ ) dimensional pieces of boundary $B$ by taking all moduli very small except along the pseudodiagonal of $S^{12}$.

## APPENDIX D: PROOF OF $\operatorname{det} \alpha_{1}\left(|b|^{2}-a c\right)=\operatorname{det}\left(1-B B^{+}\right)$

Let

$$
\begin{align*}
& A=\left({ }^{11} S,{ }^{12} S\right)  \tag{D1}\\
& B^{t}=\left({ }^{11} S^{t},{ }^{21} S^{t}\right)  \tag{D2}\\
& \alpha_{1}=1-A A^{+}  \tag{D3}\\
& \beta=1-{ }^{11} S^{11} S^{+} \tag{D4}
\end{align*}
$$

where ${ }^{12} S$ and ${ }^{21} S^{t}$ are one-column matrices, and $\alpha_{1}$ and $\beta$ are invertible. Let also

$$
\begin{align*}
& a=1+{ }^{12} S^{+} \alpha_{1}^{-1}{ }^{12} S  \tag{D5}\\
& b={ }^{12} S^{+} \alpha_{1}^{-111} S^{21} S^{+}  \tag{D6}\\
& c=-1+{ }^{21} S^{21} S^{+}+{ }^{21} S^{11} S^{+} \alpha_{1}^{-111} S^{21} S^{+} \tag{D7}
\end{align*}
$$

We want to prove that

$$
\begin{equation*}
\left(|b|^{2}-a c\right) \operatorname{det} \alpha_{1}=\operatorname{det}\left(1-B B^{+}\right) \tag{D8}
\end{equation*}
$$

For this we will use the two tricks

$$
\left(\begin{array}{cc}
M_{1} & M_{2} \\
M_{3} & M_{4}
\end{array}\right)\left(\begin{array}{cc}
1 & -M_{1}^{-1} M^{2} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
M_{1} & 0 \\
M_{3} & M_{4}-M_{3} M_{1}^{-1} M_{2}
\end{array}\right)
$$

$$
\begin{equation*}
M_{2}^{-1}-M_{1}^{-1}=M_{2}^{-1}\left(M_{1}-M_{2}\right) M_{1}^{-1} \tag{D9}
\end{equation*}
$$

First it easy to prove that

$$
\begin{equation*}
\operatorname{det} \beta=a \operatorname{det} \alpha_{1} \tag{D11}
\end{equation*}
$$

by taking the determinant of the equation

$$
\begin{align*}
& \left(\begin{array}{cc}
1 & { }^{12} S \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\beta & 0 \\
-{ }^{12} S^{+} & 1
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{1} & { }^{12} S \\
-{ }^{12} S^{+} & 1
\end{array}\right)  \tag{D12}\\
& =\left(\begin{array}{cc}
\alpha_{1} & 0 \\
-{ }^{12} S^{+} & 1+{ }^{12} S^{+} \alpha_{1}^{-112} S
\end{array}\right)\left(\begin{array}{ccc}
1 & \alpha_{1}^{-1} & { }^{12} S \\
0 & & 1
\end{array}\right)
\end{align*}
$$

Using (D9) again for $M=1-B B^{+}$, taking its determinant

$$
\begin{align*}
& \operatorname{det}\left(1-B B^{+}\right)=d \operatorname{det} \beta  \tag{D13}\\
& d=1-{ }^{21} S^{21} S^{+}-{ }^{21} S^{11} S^{+} \beta^{-11} S^{21} S^{+} \tag{D14}
\end{align*}
$$

and replacing det $\beta$ by (D11), it remains to prove that

$$
\begin{equation*}
|b|^{2}-a c=a d \tag{D15}
\end{equation*}
$$

which follows simply by repeated application of (D10).

## APPENDIX E

In this appendix, we present with some details the calculations leading to the bounds of $s_{12}$ when $m=2$ and $p=0$, namely when

$$
S(2, n)=\left(\begin{array}{ll}
S^{11} & S^{12}  \tag{E1}\\
S^{12 t} & S^{22}
\end{array}\right)
$$

The moduli of $S^{12}$ are supposed to be given. Then

$$
X(2, n)=\left(\begin{array}{cc}
X^{11} & X^{12}  \tag{E2}\\
X^{12 t} & 0
\end{array}\right)
$$

and

$$
X^{11}=\left(\begin{array}{cc}
0 & x_{12}  \tag{E3}\\
x_{12} & 0
\end{array}\right)
$$

## 1. Solution of the first-class condition

Following (II.14), let us perform a transformation with the particular matrix

$$
U(2, n)=\left(\begin{array}{ll}
U^{11} & 0  \tag{E4}\\
0 & \\
U^{22}
\end{array}\right)
$$

This transformation leaves the submatrices (E1), (E2) globally invariant, but does not respect the structure of $X^{11}$ [(E3)]. Restoring this structure will be a supplementary second-class condition.

As is shown in Appendix A, $\widetilde{S}^{12}$ can be pseudodiagonalized

$$
\begin{equation*}
\widetilde{S}^{12}(2, n-2)=\left({ }^{11} \tilde{S}^{12},{ }^{12} \tilde{S}^{12}\right) \tag{E5}
\end{equation*}
$$

with

$$
\begin{align*}
& { }^{11} \tilde{S}^{12}=\left(\begin{array}{ll}
s_{1} & 0 \\
0 & s_{2}
\end{array}\right), \quad 0 \leqslant s_{1} \leqslant 1, \quad 0 \leqslant s_{2} \leqslant 1  \tag{E6}\\
& { }^{11} \widetilde{S}^{12}=0 \tag{E7}
\end{align*}
$$

We shall assume here, without loss of generality, that

$$
\begin{equation*}
1 \neq \operatorname{det}^{11} \tilde{S}^{12} \neq 0 . \tag{E8}
\end{equation*}
$$

At the same time, one may choose $\epsilon_{i}$ and

$$
\begin{align*}
& \widetilde{S}^{11}=\left(\begin{array}{ll}
c_{1} & 0 \\
0 & c_{2}
\end{array}\right),  \tag{E9a}\\
& c_{i}=\epsilon_{i}\left(1-S_{i}^{2}\right)^{1 / 2},  \tag{E9b}\\
& \tilde{S}^{22}=\left(\begin{array}{ll}
{ }^{11} \tilde{S}^{22} & { }^{12} \tilde{S}^{22} \\
{ }^{12} \tilde{S}^{22 t} & { }^{22} \widetilde{S}^{22}
\end{array}\right),  \tag{E10a}\\
& { }^{11} \tilde{S}^{22}=-\widetilde{S}^{11},  \tag{E10b}\\
& { }^{12} \widetilde{S}^{22}=0,  \tag{E10c}\\
& { }^{22} \tilde{S}^{22}=1_{m-2} . \tag{E10d}
\end{align*}
$$

The Lagrange equations

$$
\begin{equation*}
\tilde{S}^{+} \tilde{X}=\tilde{X}^{+} \tilde{S} \tag{E11}
\end{equation*}
$$

then imply
(11) $\tilde{S}^{11+} \tilde{X}^{11}+{ }^{12} \tilde{S}^{12 *} \tilde{X}^{12 t}=\tilde{X}^{11+} \tilde{S}^{11}+{ }^{11} \tilde{X}^{12 *}{ }^{11} \tilde{S}^{12 t}$,
(12) $\tilde{S}^{11+11} \tilde{X}^{12}$
$=\tilde{X}^{11+11} \tilde{S}^{12}+{ }^{11} \tilde{X}^{12 * 11} \tilde{S}^{22}$,
(13) $\tilde{S}^{11+12} \tilde{X}^{12} \quad={ }^{12} \tilde{X}^{12 * 22} \tilde{S}^{22}$,
(22) ${ }^{1{ }^{1}} \tilde{S}^{12+11} \tilde{X}^{12}$
$={ }^{11} \tilde{X}^{12+11} S^{12}$,
(23) ${ }^{11} \tilde{S}^{12+12} \tilde{X}^{12}$
$=0$,
where for $X^{12}$ a decomposition ( $2, m-2$ ) has also been made. Equation ( E 12 (23)) together with (E6), (E8)
imply

$$
\begin{equation*}
{ }^{12} \tilde{X}^{12}=0 \tag{E13}
\end{equation*}
$$

while (E12(22)) suggests the convenient parametrization

$$
\begin{align*}
& { }^{11} \tilde{X}^{12}=Z^{11} \tilde{S}^{12}  \tag{E14}\\
& Z=Z^{+} \tag{E15}
\end{align*}
$$

Finally (E12(12)) leads, for $\tilde{X}^{11}$, to the value

$$
\begin{equation*}
\tilde{X}^{11}=Z \tilde{S}^{11}+\tilde{S}^{11} Z^{t} \tag{E16}
\end{equation*}
$$

since ( $\mathrm{E} 12(11)$ ) and (E12(13)) are then identities.

## 2. Solutions of the second-class conditions

There are four types of second-class conditions:
(a) $X^{11}$ must be of the form (E3),
(b) the phase of $x_{12}$ must equal the phase of $s_{12}$,
(c) the phase of the corresponding elements of $S^{12}$ and $X^{12}$ are equal,
(d) the moduli of the elements of $S^{12}$ are fixed.

Let $U^{11}$ be an arbitrary ( $2 \times 2$ ) unitary unimodular matrix

$$
U^{11}=\left(\begin{array}{cc}
u & v  \tag{E17}\\
-v^{*} & u^{*}
\end{array}\right), \quad|u|^{2}+|v|^{2}=1
$$

the expression of $S^{11}$ is

$$
\begin{align*}
S^{11} & =U^{11} \widetilde{S}^{11} U^{11 t} \\
& =\left(\begin{array}{cc}
u^{2} c_{1}+v^{2} c_{2} & -u v^{*} c_{1}+u^{*} v c_{2} \\
-u v^{*} c_{1}+u^{*} v c_{2} & v^{*^{2}} c_{1}+u^{*^{2}} c_{2}
\end{array}\right) \tag{E18}
\end{align*}
$$

so that

$$
\begin{equation*}
x_{12}=-u v^{*} c_{1}+u^{*} v c_{2} \tag{E19}
\end{equation*}
$$

In turn

$$
\begin{align*}
\tilde{X}^{11} & =U^{11+} X^{11} U^{11 *} \\
& =x_{12}\left(\begin{array}{cc}
-2 u^{*} v & |u|^{2}-|v|^{2} \\
|u|^{2}-|v|^{2} & 2 u v^{*}
\end{array}\right) . \tag{E20}
\end{align*}
$$

But, following (E16), the diagonal elements of $X^{11}$ should be real; thus

$$
\begin{equation*}
u^{*} v=e^{\prime} u v^{*} \tag{E21}
\end{equation*}
$$

is purely real $\left(\epsilon^{\prime}=+1\right.$ ) or purely imaginary ( $\epsilon^{\prime}=-1$ ), and $Z$ becomes $\left(s_{1} \neq s_{2}\right)$
$Z=x_{12}\left(\begin{array}{cc}-u^{*} v / c_{1} & \left(|u|^{2}-|v|^{2}\right) /\left(c_{2}+\epsilon^{\prime} c_{1}\right) \\ \left(|u|^{2}-|v|^{2}\right) /\left(c_{1}+\epsilon^{\prime} c_{2}\right) & +u v^{*} / c_{2}\end{array}\right)$

The value of ${ }^{11} \tilde{X}^{12}$ is then obtained from (E. 14). By modifying suitably the $\epsilon_{i}$ of ( E .9 b ) one may always choose

$$
\begin{equation*}
\epsilon^{\prime}=+1 \tag{E23}
\end{equation*}
$$

as it is not difficult to verify. The transformation $U^{11}$ is then equivalent [by (II. 15)] to a purely real (thus orthogonal) one.

Accordingly there are three distinct possibilities:
(a) $U^{22}$ is real. All phase conditions are trivially satisfied. The moduli of the elements of $S^{12}$ can be given their pre-assigned value by using the freedom on $U^{11}, s_{i}$, and $U^{22}$ as shown in Appendix A. At this point, it is clear that this type of solution exists for arbitrary values of $m$, since when all matrices are real the phase condition is trivially satisfied. One method to obtain the explicit value of that bound is explained in the main text.
(b) $U^{22}$ is complex. As can be seen directly from

$$
\begin{equation*}
S^{12}=U^{11} \tilde{S}^{12} U^{22 t} \tag{E24}
\end{equation*}
$$

$$
\begin{equation*}
X^{12}=U^{11} \tilde{X}^{12} U^{22 t} \tag{E25}
\end{equation*}
$$

The condition for $S^{12}$ and $X^{12}$ to have the same phase is that each line of $U^{11} \mathbb{S}^{12}$ is proportional to the corresponding line of $U^{11} \tilde{X}^{12}$. This leads to the relation

$$
\begin{equation*}
\left(u^{2} c_{1}+v^{2} c_{2}\right)\left(v^{2} c_{1}+u^{2} c_{2}\right)=0 \tag{E26}
\end{equation*}
$$

Let us analyze one of these two analogous case, say

$$
\begin{equation*}
u^{2} c_{1}+v^{2} c_{2}=0 \tag{E27}
\end{equation*}
$$

which implies in particular that $\epsilon_{1} \epsilon_{2}=-1$. Then, as is seen from ( $E 18$ ), $s_{11}$ is equal to zero while $X^{12}$ has its second line identical to zero. The maximal value of $a_{12}$ is then simply

$$
\begin{equation*}
a_{12}=\left(1-\sum_{i=3}^{n+2} a_{1 i}^{2}\right)^{1 / 2} \tag{E28}
\end{equation*}
$$

and does not depend at all on the second line. The element (22) of $S^{11}$ then becomes

$$
\begin{equation*}
a_{22}=\left(\sum_{i=3}^{n+2} a_{1 i}^{2}-\sum_{i=3}^{n+2} a_{2 i}^{2}\right)^{1 / 2} \tag{E29}
\end{equation*}
$$

This result is analogous to the amputated case of Proposition 5. For this maximum to be realized, it is evidently necessary that

$$
\begin{equation*}
\sum_{i=3}^{m+2} a_{1 i}^{2} \geqslant \sum_{i=3}^{n+2} a_{2 i}^{2} \tag{E30}
\end{equation*}
$$

[Otherwise the other solution of (E. 26) has to be considered.] Moreover, there should exist a system of phases for $S^{11}$ and $S^{12}$ such that the two lines of the $2 \times(2+n)$ matrix

$$
\begin{equation*}
\left(S^{11}, S^{12}\right) \tag{E31}
\end{equation*}
$$

are unitary orthogonal. This means that a sum of ( $n+1$ ) complex numbers of known moduli $R_{i}=a_{1 i} a_{2 i}$ has to vanish. The condition is equivalent to (C14) and reads

$$
\begin{equation*}
R_{i} \leqslant \sum_{j \neq i} R_{j} \tag{E32}
\end{equation*}
$$

(c) $x_{12}=0$. This is the trivial case which corresponds to $X$ identically zero, and consequently

$$
\begin{equation*}
s_{p q}=0 \tag{E33}
\end{equation*}
$$

which is possible if, by a suitable choice of phases $\varphi_{i j}$,

$$
\begin{equation*}
s_{i j}=\exp \left(i \varphi_{i j}\right) a_{i j} \quad(i=1,2 . j=3, \ldots, n+2) \tag{E34}
\end{equation*}
$$

the two lines of $S^{12}$ can be made unitary orthogonal. This leads again to conditions of the form (E32).
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We consider the spontaneous breakdown of a symmetry group $\mathscr{S}$ which is the direct product of two groups: $\mathscr{B}=\mathscr{A} \times \mathscr{B}$. We study the conditions under which the breakdown of $\mathscr{E}$ entails that of both $\mathscr{A}$ and $\mathscr{B}$. Our results are corroborated by an explicit example, where $\mathscr{S}$ is $S U_{2} \times L, L$ being the Lorentz group, and such that any spontaneous breakdown of $\mathscr{G}$ entails that of both $S U_{2}$ and $L$.

## I. INTRODUCTION

Spontaneously broken symmetries can be dealt with in different ways, ${ }^{1-6}$ according to the general theory one is working in. Different approaches provide in general different characterizations for the breaking to occur, yet the group theoretical properties of the breakdown, as algebraic and therefore more abstract attributes are involved, should be independent of the approach, that is intrinsic to the system under consideration. ${ }^{7}$

In the present paper we shall consider a problem of algebraic type, namely concerning the breaking of a symmetry group $\mathscr{E}$ which is the direct product of two Lie groups, and $\mathscr{B}$. We shall investigate this problem in the Wightman formulation, and, under some conditions on the representations of $\mathscr{A}$ and $\mathscr{B}$ involved, we shall show that the breaking of $\mathscr{8}$ entails that of both . $\mathcal{\ell}$ and $\mathscr{B}$. Put in a more precise fashion, we shall show that if the physical quantities transform according to an irreducible nontrivial representation of $\mathscr{B}$, then, if $\mathscr{A}$ breaks down, 8 does the same.

Therefore, if $\mathcal{A}$ is broken, in order to avoid the breakdown of $\mathscr{B}$, the system should transform according to a representation of $\mathscr{B}$ containing the one-dimensional representation.

This situation will be illustrated by an example, where the symmetry group $\mathscr{B}$ is the direct product of the internal symmetry group $S U_{2}$ and of the Lorentz group, the physical quantities considered being selfinteracting vector mesons. It will be shown that any spontaneous breakdown of $\mathscr{8}$ forces both the internal symmetry and the relativistic one to break down, and that this agrees with the general results mentioned above: in fact, in our example, both $S U_{2}$ and the Lorentz group act via irreducible nontrivial representations.

The following sections are organized as follows: in Sec. II we shall derive some general results within the Wightman formalism; in Sec. III we shall work out our example, which is described in terms of a Lagrangian; Sec IV will be devoted to some comments, regarding particularly the relationship between our results and other works on the breakdown of compound symmetries.

## II. GENERAL RESULTS

We want to give some general results concerning the occurrence of the spontaneous breakdown of a symme-
try, the latter being described by the direct product of two groups.

These results are quite general and can be conveniently stated in the Wightman formalism.

Let $\phi$ be a field (or a Wick polynomial in several fields) acting in the Hilbert space $\mathfrak{H}$. Suppose $\phi$ to transform under the group $\mathscr{E}=\mathscr{A} \times \mathscr{B}$ ( $\mathscr{A}$ and $\mathscr{B}$ being two groups) as follows:

$$
\begin{aligned}
& \phi^{a, b}(x) \rightarrow(\tau(A, B) \phi)^{a, b}(x), \\
& (\tau(A, B) \phi)^{a, o}(x)=D_{\mathscr{A}}^{a, a^{a}}(A) D_{\mathscr{B}}^{b, b^{\prime}}(B) \phi^{a, b^{\prime}}(x), \\
& \forall A \in \mathscr{A}, B \in \mathscr{B},
\end{aligned}
$$

where $\mathscr{A} \ni A \rightarrow D_{\mathscr{A}}(A), \mathscr{B} \ni B \rightarrow D_{\mathscr{B}}(B)$ are finite-dimensional representations of $\mathscr{A}, \mathscr{B}$, respectively.

We say that $\boldsymbol{A}$ is an exact symmetry if there exists a representation $A \rightarrow U_{A}$ of $A$ into the unitary operators on $\mathfrak{K e}$ such that $U_{A}$ leaves the vacuum invariant, for any $A$, and

$$
\begin{equation*}
\left(\tau\left(A, I_{\mathscr{B}}\right) \phi\right)^{a, b}(x)=U_{A} \phi^{a, b}(x) U_{A}^{-1}, \forall A \in \mathscr{A} \tag{2}
\end{equation*}
$$

$I_{\mathscr{B}}$ being the identity operator of $\mathscr{B}$.
$\not{A}$ quite similar definition holds of course for $\mathscr{B}$. Thus, if $\mathscr{A}$ is an exact symmetry, any Wightman function has the following property (covariance):

$$
\begin{align*}
& \left(\Omega, \phi^{a_{1} b_{1}}\left(x_{1}\right) \cdots \phi^{a_{n} b_{n}}\left(x_{n}\right) \Omega\right)  \tag{3}\\
& =D_{\mathbb{A}}^{a_{1} a_{1}^{\prime}}(A) \otimes \cdots \otimes D_{\mathbb{A}}^{a_{n}}
\end{align*}
$$

in particular, for $n=1$

$$
\begin{equation*}
\left(\Omega, \phi^{a, b}(x) \Omega\right)=D_{\mathbb{Q}}^{a, a^{\prime}}(A)\left(\Omega, \phi^{a ; b}(x) \Omega\right) \tag{4}
\end{equation*}
$$

But if we assume that $D_{\boldsymbol{A}}$ does not contain the identity representation, the latter equality entails

$$
\left(\Omega, \phi^{a, b}(x) \Omega\right)=0 \quad \forall a, \forall b
$$

On the other hand, if $\mathcal{A}$ is not exact, we have a broken symmetry. This means that at least one Wightman function does not enjoy the covariance property (3). If we assume-as usual-that a symmetry proves broken through the noncovariance of the one-point Wightman function, and furtherly that $D_{\mathcal{A}}$ does not contain the identity representation, then the breakdown is characterized by the following statement:
(S) If $\mathcal{A}$ is broken, then there is at least one index $\tilde{a}$ such that

$$
\left(\Omega, \phi^{\tilde{a}, b}(x) \Omega\right) \neq 0, \forall b
$$

After this preparation, it is easy to prove the following result:

Theorem 1: Assume that $D_{d}$ and $D_{S B}$ do not contain the identity representation; then if $\boldsymbol{A}$ is broken, 6 is broken as well.

$$
\begin{aligned}
& \text { Proof: If } \mathcal{A} \text { is broken, by }(S), \quad \exists \tilde{a} \text { such that } \\
& \qquad\left(\Omega, \phi^{\tilde{a}, b}(x) \Omega\right) \neq 0 \forall b
\end{aligned}
$$

but if 98 were an exact symmetry, the latter quantity ( $\left.\Omega, \phi^{a, b}(x) \Omega\right)$ would vanish for any $a, b$. Thus $\beta$ must be broken as well.

A similar situation prevails if $\$$ proves broken through the noncovariance of another. Wightman function say, the $n$ th. First of all, if $A$ is exact, and we assume that $\otimes_{A} D_{d o e s ~ n o t ~ c o n t a i n ~ t h e ~ i d e n t i t y ~ r e p r e s e n t a t i o n, ~}^{\text {d }}$ we have

$$
\left(\Omega, \phi^{a_{1} b_{1}}\left(x_{1}\right) \cdots \phi^{a_{n} b_{n}}\left(x_{n}\right) \Omega\right)=0 \quad \forall a_{1}, \ldots, a_{n} ; b_{1}, \ldots, b_{n}
$$

Thus if $A$ is broken, there exists a $n$-tuple $\tilde{a}_{1}, \ldots, \tilde{a}_{n}$ such that

$$
\left(\Omega, \phi^{\hat{a}_{1} b_{1}}\left(x_{1}\right) \cdots \phi^{\left.\tilde{a}_{n} b_{n}\left(x_{n}\right) \Omega\right) \neq 0 \quad \forall b_{1}, \ldots, b_{n} . . . . . .}\right.
$$

Within this framework, the following theorem holds true:

Theorem $1_{(n)}$ : Assume that $\ddot{\theta}_{\mathcal{E}}, \vec{B} D_{\mathscr{B}}$ do not contain the identity representation. Then if $\mathscr{A}$ does not leave the $n$-point function invariant, $\mathscr{B}$ is broken as well.

The proof mimics that of the preceding Theorem 1.
In the following, we shall speak of a broken symmetry only in the sense of statement (S). It can be noted that this is the usual assumption in several field-theoretical models ( $\sigma$ models, tadpole techniques, variational approaches, etc.). Even with this assumption there are some relevant generalizations of Theorem 1 , namely:

Theorem $2:$ Let $G$ be any Lie group and $D_{G}$ any representation of it acting on the fields $\phi$. In order that a subgroup $\mathcal{G}^{\prime} \subset \mathcal{G}$ is conserved (i.e., is contained in the "exact" residual symmetry), a necessary condition is that ${ }^{D} G$ contains, when reduced under $\mathcal{G}^{\prime}$, the identity representation $I_{\mathcal{G}}$ ' of $\mathcal{y}^{\prime}$.
The proof of this statement is similar to that of Theorem 1.

Another generalization of Theorem 1 deals with groups of transformations acting not only on the indices $a, b$, of $\phi^{a, b}(x)$ (corresponding to the internal degrees of freedom), but on the coordinates $x$ as well. Let us for instance suppose that $\mathscr{B}$ is the homogeneous Lorentz group. Then $(\tau(A, B) \phi)^{a, b}(x)$ reads:

$$
(T(A, B) \phi)^{a, b}(x)=D_{A}^{a, a^{x}}(A) D_{B}^{b, b^{\prime}}(B) \phi^{a^{*}, b^{\prime}}\left(\Lambda_{B} x\right)
$$

and, if $\mathscr{B}$ is an exact symmetry, we have in particular:

$$
\left(\Omega, \phi^{a, b}(x) \Omega\right)=D_{\mathscr{B}^{b}}^{b b^{\prime}}(B)\left(\Omega, \phi^{a, b^{\prime}}\left(\Lambda_{B} x\right) \Omega\right)
$$

But if we assume translation invariance of the theory, $(\Omega, \phi(y) \Omega)$ does not depend on the argument of $\phi$, so the last equality reads

$$
\left(\Omega, \phi^{a, b} \Omega\right)=D_{\mathscr{B}}^{b, b^{\prime}}(B)\left(\Omega, \phi^{\left.a, b^{\prime} \Omega\right)}\right.
$$

and, if, as above, $D_{\mathscr{W}}$ does not contain the identity representation,

$$
\left(\Omega, \phi^{a, b} \Omega\right)=0 \quad \forall a, b
$$

Thus:
Theorem 3: Theorem 1 still holds when $\mathscr{B}$ is the Lorentz group. ${ }^{8}$

The relevance of this theorem is evident in the elementary particle physics, when describing for instance an isospin multiplet of vector particles (e.g., the $\rho$ mesons), that is, particles transforming in a definite way both under an internal symmetry group $\mathscr{A}$, and under the Lorentz group. Then, under the hypothesis of theorem 1, if $A$ is broken, the Lorentz group is broken as well.

Our basic results (Theorems 1 and 3) might appear surprising at first sight, since one knows that for nonspontaneous symmetry breaking the internal symmetry is broken but Lorentz invariance is not; to clarify this point, we want to emphasize that what is assumed here is that the direct-product structure of the two groups is preserved. In other words, we have the situation:

|  | Internal <br> Symmetry <br> Nonspontaneous <br> breaking: | Broken | Lorentz- |
| :---: | :--- | :--- | :--- |
| Symariance | Direct-Product |  |  |
| Spontaneous <br> breaking: | Broken | Broken | Broken |

## 1II. A CONCRETE MODEL

In the present section we shall consider a concrete model which behaves according to Theorem 3: more specifically, the breakdown of the Lorentz invariance will arise in any spontaneous breakdown of the whole symmetry group. This will be shown, for simplicity sake, in the framework of the "semiclassical" Lagrangian formalism. It is known, actually, that the equations obtained by means of this formalism, if suitably interpreted, remain essentially valid in the quan-tum-field-theoretical approach, ${ }^{6,9}$ To our purpose, therefore, we may use equally well the Lagrangian formalism, which provides in fact the most simple and convenient scheme for the analysis of the abstract situation, because it retains all the group-theoretical structure underlying the problem. More specifically, we want to obtain:
(i) The directions in the representation space along which the symmetry may break down, together with the residual symmetry group. ${ }^{5-7,10}$ These directions correspond to the stationary points of any quantity $Q=Q(\Phi)$ which is left invariant by the symmetry group (the static part $\mathcal{L}_{s t}$ of the Lagrangian in our case), namely the points $\widetilde{\Phi}$ where

$$
\frac{\delta \mathcal{L}_{s t}}{\delta \Phi}=0
$$

These directions are only determined by the grouptheoretical structure of the representation space, and in particular are independent of the very source of the
breaking (e.g., tadpole terms, bootstraps, external driving forces. ${ }^{11,12}$ )
(ii) The "mass spectrum" of the system under consideration. In the Lagrangian formalism, after the introduction of the "shifted" fields

$$
\varphi=\Phi-\tilde{\Phi}
$$

with vanishing vacuum expectation values (as in the $\sigma$ model or in the tadpole formalism ${ }^{13,14}$ ), the mass matrix is given by the second-order coefficient in the expansion of $\&$ in terms of the "true" fields $\varphi$

$$
\left(\frac{\delta^{2} \mathcal{L}}{\delta \varphi_{i} \delta \varphi_{j}}\right)_{\tilde{\Phi}}
$$

around the stationary point $\tilde{\Phi}$. Of course, this definition is meaningful only for $c$-number valued $\Phi$ 's; it is known, however, that the latter quantity is the analog of the quantum-field-theoretical mass tensor, which is given in fact by the second (functional) derivative of the Legendre transform of the functional generating the $T$ ordered connected Green functions. ${ }^{9,6}$

After these preliminaries, let us define the model, which describes a system of selfinteracting vector mesons. ${ }^{15}$

The symmetry group is $y=L \times \operatorname{SU}(2), L$ being the Lorentz group and $S U(2)$ the isospin group. We denote the fields by $V^{l \lambda}(\lambda=0,1,2,3 ; l=1,2,3)$, with the 'metric' $g$ :

$$
g^{\mu \gamma}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1 \\
0 & -1
\end{array}\right) .
$$

We define the Lagrangian

$$
\begin{align*}
\mathcal{L}= & -\frac{1}{4} F_{\lambda \mu}^{l} F^{l \lambda \mu}+\frac{1}{2} m^{2} V_{\lambda}^{l} V^{i \lambda}+g \varepsilon^{i j}\left(\partial^{\mu} V^{i \lambda}\right) V_{\lambda}^{j} V_{\mu}^{l} \\
& +\frac{1}{4} g^{2}\left(V_{\lambda}^{l} V_{\mu}^{l} V^{j \lambda} V^{j \mu}-V_{\lambda}^{i} V^{i \lambda} V_{\mu}^{j} V^{j \mu}\right), \tag{5}
\end{align*}
$$

where

$$
F_{\lambda \mu}^{l}=\partial_{\lambda} V_{\mu}^{l}-\partial_{\mu} V_{\lambda}^{l} ; \partial_{\lambda}=\frac{\partial}{\partial x^{\lambda}} ; m, g \in \mathrm{R} .
$$

The spontaneously broken solutions are the nonzero solutions of

$$
\begin{equation*}
\frac{\delta \mathcal{L}_{s t}}{\delta V_{\lambda}^{l}}=0 \tag{6}
\end{equation*}
$$

where $\mathscr{L}_{s t}$ denotes the part of $\mathfrak{\&}$ which does not contain any derivative of the $V$ 's. After some manipulations, (see the Appendix), one sees that the solutions are two:
(A) $V^{l 0}=0, l=1,2,3$.
$V^{l i}=\delta^{i i} \mu(g \sqrt{2})^{-1}, \quad l, i=1,2,3$
where $\mu^{2}=-m^{2}>0$,
(B) $V^{t 0}=V^{l 3}=0, \quad l=1,2,3$
$V^{l i}=\delta^{l i} \mu g^{-1}, \quad l, i=1,2$,
with $\mu^{2}=-m^{2}>0$.
These solutions exhaust all the solutions of (6) in the sense that all the solutions (apart from the trivial one $V^{1 \lambda}=0$ ) can be reduced to either of them by means of a transformation of the symmetry group $\mathcal{G}$, and therefore fall into two inequivalent orbits of equivalent (i.e., $\mathcal{G}$ conjugate) points.

Note that in order to get real symmetry breaking solutions and at the same time a Hermitian Lagrangian we are forced to take $m^{2}<0$; hence our Lagrangian (5) cannot be viewed as the sum of a free and an interacting term. ${ }^{16}$

In the following, we shall consider the residual invariance and the mass spectrum associated with the broken solutions given above. As to the solution (A), the residual symmetry group is an $S U(2)$ group with generators

$$
X_{i}=\epsilon_{i j k} M^{j k}+T^{i}, \quad(i, j, k=1,2,3),
$$

where $M$ and $T$ are the generators of the Lorentz and of the isospin group, respectively: This group acts on both the isospin and space variables, rotating them simultaneously, so to speak, through the same angle. This exhibits the occurrence of the combined breakdown of the Lorentz and of the internal symmetry: the breaking of the Lorentz invariance cannot be avoided if the internal symmetry breaks spontaneously, which agrees with the general argument of Sec. II. In addition, the model predicts some "mixing" between the spatial and the internal variables. As to the mass spectrum, this is given by the eigenvalues of the matrix

$$
M^{1, \lambda ; n, \nu}=\left[\frac{\delta^{2} \mathcal{L}_{s t}}{\delta V_{\lambda}^{l} \delta V_{\nu}^{n}}\right]_{V \text { stationary }}
$$

which, after some computations, are
(a) $2 \mu^{2}$ (simple),
(b) $-\mu^{2}$ (degeneracy 5),
(c) zero (degeneracy 6).

Here, the eigenvectors associated with (c) play the role of Goldstone particles, ${ }^{7}$ as expected.

As to the solution $B$, the breaking of the symmetry is here even more drastic, as the residual symmetry group is abelian, namely the direct product of $O(1,1)$ with $S O(2)$, with generators $M^{03}$ and $T^{3}+M^{12}$, respectively. The same considerations as before apply, and, regarding the mass matrix, the eigenvalues are
(a) $2 \mu^{2} \quad$ (simple),
(b) $-2 \mu^{2}$ (degeneracy 2),
(c) $\mu^{2} \quad$ (degeneracy 2),
(d) zero (degeneracy 7).

## IV. FINAL REMARKS

As we have already mentioned, our results show two relevant features, namely, the large breaking of the Lorentz invariance induced by the spontaneous breakdown of the internal symmetry, and the mixing of spatial and internal transformations in the residual invariance group.

There are some other points which deserve mention. We have found, for instance, that the masses of our multiplet turn out to be independent of the "coupling constant" $g$. This amounts to say that the size of the mass splitting does not depend on the size of the interaction term (if only not zero) in the Lagrangian (5). Therefore, the constant $g$ plays a very peculiar role: it is a sort of "catalyst" for the occurrence of the
spontaneous breakdown. The existence of such quantities seems to be a quite general feature of the spontaneously broken symmetries.

Another interesting point is that both solutions of Eq. (6) are actually unstable, due to the occurrence of negative eigenvalues of the squared mass operator. A similar situation has been already observed in Ref. 7, this result being possibly related to the dynamical approximations involved with the Lagrangian formalism.

To conclude, a few words on the breakdown of the Lorentz invariance. The occurrence of such breakdown is of course a rather disturbing feature, yet, the spontaneous breakdown of the internal symmetry when vector or spinor particles are involved is generally assumed in the literature (see, for instance, the case of the $\omega-\phi$ mixing, ${ }^{17,18,12}$ or the chiral symmetries. ${ }^{14,19}$ ) For spinor particles, this situation has been investigated by Swieca. ${ }^{20}$ In the general case, our results (Sec. II) indicate that a possible way to avoid breakdowns of the Lorentz group is to start with a reducible representation of this group, containing in particular some one-dimensional representations. In terms of the Lagrangian formalism, this amounts to say that one should consider Lagrangian functions depending not only on nonscalar fields (e.g., vector fields $V^{l}$, as in our model), but also on some scalar fields $S$, both $V$ and $S$ transforming under some representation of the internal symmetry group. In this way, spontaneous breakdown of the internal symmetry group is introduced by assuming that some of the fields $S$ have non vanishing vacuum expectation values

$$
(\Omega, S \Omega) \neq 0
$$

and that all the vector (and in general nonscalar) fields have VEV's equal to zero:

$$
(\Omega, V \Omega)=0
$$

The latter condition prevents the breakdown of the Lorentz invariance, whereas the former ensures the breakdown of the internal symmetry. The effects of this appear not only in the multiplet of the $S$ fields, but also in the other subspaces, thus giving rise to the mass splittings, etc., of all multiplets as imposed by the smaller residual (internal) symmetry. Roughly speaking, we may say that the breakdown is spontaneous in the subspace of the $S$ fields, and is induced in the others; in fact, we can note that in this way the Goldstone particles belong exactly to the subspace of the $S$ fields. An approach of this type has been already used in the literature, with remarkable physical results. ${ }^{14,19}$
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## APPENDIX

We give a brief outline of the proofs needed in order to establish the results announced in Sec. III. To start with, some general results:

Proposition A1: Let $(E, g)$ an $m$-dimensional real Euclidean space $E$ provided with a pseudometric $g$ (real symmetric bilinear form on $E$, not necessarily positive definite). Let the product of two matrices $T, S$ over $E$ be defined by

$$
(T, S)_{\nu}^{\mu}=T_{\lambda}^{\mu} S_{\nu}^{\lambda}=T^{\mu \rho} g_{\rho \lambda} S_{\nu}^{\lambda}
$$

Then if a matrix $T$ satisfies the equation $P(T)=0(P$ being an arbitrary polynomial) with simple roots, $T$ has a basis of eigenvectors.

Proof: Standard, apart from the occurrence of $g$ : the decomposition of any vector $v \in E$ into eigenvectors of $T: v=\Sigma v_{(a)}$ is done by putting

$$
v_{(a)}=\left[Q_{(a)}(T) / Q_{(a)}\left(\lambda_{(a)}\right)\right] v
$$

where $\lambda_{(a)}$ are the roots of $P(z)=0$, and $Q_{(a)}$ is such that $P(T)=\left(T-\lambda_{(a)} g\right) Q_{(a)}(T)=0$.

Proposition A2: If $(E, g)$ is as above, and $T$ is a real symmetric matrix with real eigenvalues, then the eigenvectors of $T$ can be chosen to be real, and eigenvectors belonging to different eigenvalues are orthogonal with respect to $g$. The proof is trivial, as it mimics the standard one.
An easy consequence of the above propositions ${ }^{21}$ is:
Proposition A3: Let $(E, g)$ be as above. Then a matrix $T$ which satisfies both the hypothesis of Propositions A1 and A2 can be diagonalized by means of a g-preserving matrix.
Let us now turn back to Eq. (6)

$$
\frac{\delta \mathfrak{L}_{s t}}{\delta V}
$$

which, when written explicitly, reads

$$
m^{2} V^{i \lambda}+g^{2}\left(V_{\mu}^{t} V^{j \mu} V^{j \lambda}-V^{l \lambda} V^{j \mu} V_{\mu}^{j}\right)=0
$$

Multiplying by $V_{\nu}^{l}$ and summing over $l$ we get

$$
m^{2} T_{\nu}^{\lambda}+g^{2}\left(T_{\nu \mu} T^{\mu \lambda}-T_{\nu}^{\lambda} T_{\mu}^{\mu}\right)=0
$$

where

$$
T^{\lambda \nu}=V^{l \lambda} V^{l \nu}
$$

Using the above Propositions we may diagonalize $T$ (its eigenvalues, $t_{0}, t_{1}, t_{2}, t_{3}$ are real and positive in view of the reality of the $V ' s$ ) and obtain the following equations:

$$
\begin{aligned}
& t_{0}\left(m^{2}+g^{2}\left(t_{1}+t_{2}+t_{3}\right)\right)=0 \\
& t_{i}\left(-m^{2}+g^{2}\left(t_{i}+t_{0}-t_{1}-t_{2}-t_{3}\right)\right)=0, \quad i=1,2,3
\end{aligned}
$$

Apart from the trivial (zero) solution, there are only two solutions of the above equation, namely
(a) $t_{0}=0, t_{1}=t_{2}=t_{3}=-\left(m^{2} / 2 g^{2}\right)$,
(b) $t_{0}=0$, only one of the $t_{i}$ 's equal to zero, the remaining two equal to $-\left(m^{2} / g^{2}\right)$.

These solutions correspond precisely to the solutions (A), (B), given in Sec. III.

As to the mass spectrum, we give the explicit form for the mass matrix and for the corresponding eigenvectors (the entries of the matrix are labeled in the order $V^{10}, V^{20}, V^{30}, V^{11}, V^{21}, \ldots$ )

Case (A) $-m^{-2} M$


The eigenvectors are
(a) $V^{11}+V^{22}+V^{33}$ with eigenvalue $-2 m^{2}$.
(b) $V^{12}+V^{21} ; V^{13}+V^{31} ; V^{23}+V^{32} ; V^{11}-V^{22} ; V^{11}-V^{33}$, with eigenvalue $+m^{2}$.
(c) $V^{10} ; V^{20} ; V^{30} ; V^{12}-V^{21} ; V^{23}-V^{32}, V^{31}-V^{13}$ with eigenvalue 0 .
Case (B) $-m^{-2} M$


The eigenvectors are
(a) $V^{11}+V^{22}$ with eigenvalue $-2 m^{2}$.
(b) $V^{12}+V^{21}, V^{11}-V^{22}$ with eigenvalue $+2 m^{2}$.
(c) $V^{30}, V^{33}$ with eigenvalue $-m^{2}$.
(d) $V^{10} ; V^{20} ; V^{13} ; V^{23} ; V^{31} ; V^{32} ; V^{12}-V^{21}$ with eigenvalue 0 .
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This paper studies the symmetries of a function which generalizes the $3 j$ coefficients of $S U(2)$ and of $S U(1,1)$ involving discrete unitary representations. As a by-product of the analysis, the symmetries of the $S U(1,1)$ coefficient are obtained.

## INTRODUCTION

Recent works ${ }^{1-4}$ have pointed out a deep connection between $S U(1,1)$ and $S U(2)$ unitary representations, and between corresponding Clebsch-Gordan coefficients. This connection can be best visualized through analytic continuation in the representation parameters in such a way that discrete and continuous representations appear essentially on the same footing. ${ }^{1,3}$ In this respect one might say that the $\operatorname{SU}(1,1)$ case can be regarded as a suitable extension of $S U(2)$.

On the other hand, in the copious literature about quantum angular momenta there exists an extension ${ }^{5,7}$ of $S U(2)$ representations, coupling and recoupling coefficients whose connection with the aforementioned unifying treatment of $\operatorname{SU}(2)$ and $S U(1,1)$ has not yet been clarified. We mean the generalization to values $\bar{j}$ of the representation parameters of $\operatorname{SU}(2)$ related to the usual ones by $\bar{j}=-j-1$.

In our work we shall show that there exists a highly symmetrical structure which contains all these extensions in so far as discrete representations are considered. In so doing, the relations between $S U(2)$ and $S U(1,1)$ coupling and recoupling coefficients will appear as particular instances of the symmetries of the structure. Moreover, we shall obtain as a byproduct of our analysis a complete characterization of the symmetries of $\operatorname{SU}(1,1)$ coefficients with discrete representations.

In the particular case of $6 j$-coefficients, our work will contribute to the solution of a problem which arose recently. In fact new symmetries of the $6 j$ of $S U(2)$ were claimed to hold ${ }^{8}$; however, they are not actual symmetries, as they violate triangular conditions. ${ }^{9}$ In a forthcoming article we shall show that they are elements of the invariance group of the general structure.

The present paper is entirely devoted to the $3 j$-coefficient. In Secs. 1 and 2 we introduce a set of real variables which are particularly suited to express the $3 j$ of $S U(2)$ in terms of entire functions proportional to hypergeometric series ${ }_{3} F_{2}(u, v, w ; y, z ; 1)$. The restriction of these variables to a discrete set of values imposed by $S U(2)$ triangular conditions, suggests how to extend the $S U(2) 3 j$-coefficient to a larger discrete domain $R \subset \mathbb{R}^{(5)}$. This is achieved in Sec. 3 where we consider a set of functions defined over $R$ which satisfy a system of relations whose role is essentially equivalent to the recurrence relations of the aforementioned ${ }_{3} F_{2}$ series. These functions provide the extension of the $3 j$ of $S U(2)$ to the whole $R$ and coincide-apart from a well-defined phase
factor-with the $\operatorname{SU}(1,1)$ Clebsch-Gordan coefficient in a suitable subregion of $R$; moreover, in the remaining portion of $R$, they coincide with the extension of $S U(2)$ and $S U(1,1) 3 j$-coefficients to values $-j-1$ of at least one angular momentum parameter $j$ labelling $S U(2)$, respectively $S U(1,1)$ discrete unitary representations. We stress that, especially when it is not explicitly stated, we consider only this class of $\operatorname{SU}(1,1)$ representations.

In Sec. 4 we study the symmetries of the generalized functions and find $72 \cdot 20(=1440)$ points in $R$ where they differ by a phase factor which is explicitly determined. Through these symmetries the values of our generalized functions are known in the whole $R$ once we know the $S U(2) 3 j$-coefficient in the subregion of $R$ characterized by $S U(2)$ constraints. Furthermore, by restricting the analysis to $\operatorname{SU}(1,1)$ subregions of $R$, we find $6.18(=108)$ symmetries of $\operatorname{SU}(1,1) 3 j$-coefficients with generic discrete unitary representations; they are studied in detail in Appendix C. All symmetries of the generalized functions can be thought as consisting of the $72+108$ SU(2) and $S U(1,1)$ symmetries enlarged by the transformations which change at least one $j$ into $-j-1$; in fact, $(72+108) \cdot 8=1440$.

Finally we show in Sec. 5 how the Regge squaresymbol for the $3 j$ of $S U(2)$ can be generalized to our extended structure; we are led to a geometric configuration of lines, points, and planes in $\mathbb{R}^{(3)}$.

## 1. BASIC DEFINITIONS

According to Whipple notations, ${ }^{10}$ we shall use ${ }^{11}$ the variables $r_{a} \in \mathbb{R}, a \in \omega \equiv\{0,1,2,3,4,5\}$ or, in short, $\mathbf{r}=\left(r_{0}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}\right)$, restricted to a space $\mathbb{R}^{(5)}$ by

$$
\begin{equation*}
\sum_{a \in \omega} r_{a}=0 \tag{1.1}
\end{equation*}
$$

It is also convenient to introduce the auxiliary variables

$$
\begin{align*}
& \beta_{a b}(\mathbf{r})=r_{a}-r_{b}+1, \quad \forall\{a, b\} \subset \omega,  \tag{1.2}\\
& \alpha_{a b c}(\mathbf{r})=r_{a}+r_{b}+r_{c}+\frac{1}{2}, \quad \forall\{a, b, c\} \subset \omega ; \tag{1.3}
\end{align*}
$$

lower case italic letters $a, b, c, d, e$, etc. will denote elements of $\omega$, while the lower case Greek letters $\sigma, \tau, \chi$ will denote subsets of $\omega$ with $|\sigma|=|\tau|=|\chi|=3$ and $\sigma^{\prime}=\omega-\sigma$, etc. Therefore, we shall write also $\alpha_{\sigma}(r)$ $=\sum_{a \in \sigma} \gamma_{a}+\frac{1}{2}$ and, if no confusion arises, we shall abbreviate $\alpha_{\sigma}(\mathbf{r})=\alpha_{\sigma}$.

Equation (1.1) entails many linear relations among the auxiliary variables as there are $\binom{6}{3}=20$ different $\alpha$ 's
and $\binom{6}{2}=15$ different $\beta$ 's; we quote only the basic identities

$$
\begin{align*}
& \alpha_{\sigma}+\alpha_{00}=1, \quad \forall \sigma  \tag{1.4}\\
& \alpha_{a b c}+\alpha_{a d e}+\alpha_{b e f}+\alpha_{c d f}=2, \tag{1.5}
\end{align*}
$$

where $a, b, c, d, e, f$ is any permutation of $0,1,2,3,4,5$.
In $\mathbb{R}^{(5)}$ we consider the function
$\boldsymbol{F}\left(-\beta_{20},-\beta_{40},-\beta_{30},-\beta_{10},-\beta_{50}\right)$
$=\frac{{ }_{3} F_{2}\left(\alpha_{234}, \alpha_{124}, \alpha_{245} ; \beta_{20,}, \beta_{40} ; 1\right)}{\Gamma\left(\alpha_{135}\right) \Gamma\left(\beta_{20}\right) \Gamma\left(\beta_{40}\right)}$
where, of course, $\beta_{a 0}=\beta_{a 0}(r), a=1,2,3,4,5, \alpha_{234}$ $=\alpha_{234}(r)$, etc. $F$ has the following fundamental properties:
1.7 Theorem: $F\left(-\beta_{20},-\beta_{40},-\beta_{30},-\beta_{10},-\beta_{50}\right)$ is symmetrical with respect to any permutation of its variables $\beta_{0 a}(r), a \in \omega-0$, namely, of $r_{1}, r_{2}, r_{3}, r_{4}, r_{5}$; hence we may write $F\left(-\beta_{a 0}, \forall a \in \omega-0\right)$.

The proof is due to A. C. Dixon. ${ }^{12}$
1.8 Theorem: $F$ is an entire function of each variable.

## Proof: See Appendix A.

By exchanging in Eq. (1.6) $r_{0}$ with any $r_{a}, a \in \omega-0$, one can define $F\left(-\beta_{a b}(r), \forall a \in \omega-b\right), \forall b \in \omega$; owing to Theorem 1. 7 it is customary ${ }^{13}$ to adopt the notation

$$
\begin{align*}
& F_{p}(b ; \mathbf{r})=F\left(-\beta_{a b}(\mathbf{r}), \forall a \in \omega-b\right) \\
& F_{n}(b ; \mathbf{r})=F\left(-\beta_{a b}(-\mathbf{r}), \forall a \in \omega-b\right) \tag{1.10}
\end{align*}
$$

and to write, if no confusion arises, $F_{p}(b), F_{n}(b)$. These 12 functions are linearly dependent; they satisfy ${ }^{13}$ the following relations:
$\frac{\sin \left(\pi \beta_{b c}\right) F_{p}(a)}{\pi \Gamma\left(\alpha_{a b c}\right)}=\frac{F_{n}(b)}{\Gamma\left(\alpha_{c d e}, \alpha_{c e f}, \alpha_{c d f}\right)}-\frac{F_{n}(c)}{\Gamma\left(\alpha_{b d e}, \alpha_{b e f}, \alpha_{b d f}\right)}$,

$$
\begin{equation*}
\frac{\sin \left(\pi \beta_{c b}\right) F_{n}(a)}{\pi \Gamma\left(\alpha_{d e f}\right)}=\frac{F_{p}(b)}{\Gamma\left(\alpha_{a b d}, \alpha_{a b e}, \alpha_{a b f}\right)}-\frac{F_{p}(c)}{\Gamma\left(\alpha_{a c d}, \alpha_{a c e}, \alpha_{a c f}\right)} \tag{1.11}
\end{equation*}
$$

where $a, b, c, d, e, f$ are any permutations of $0,1,2,3,4,5$ and $\Gamma\left(x_{1}, x_{2}, \cdots\right)=\Pi_{h} \Gamma\left(x_{h}\right)$. If one or more $\alpha$ 's assume integer values, part of Eqs. (1.11), (1.12) simplify remarkably; in particular, if $\alpha_{\sigma}(r)$ is a positive integer, these equations imply ${ }^{13}$ :

$$
\begin{align*}
& \prod_{c \in \sigma^{\prime}} \Gamma\left(\alpha_{\{\sigma-a\} \cup d}(\mathbf{r}) F_{b}(a ; r)\right. \\
& \quad=(-1)^{\alpha_{\sigma^{\prime}}(\mathbf{r})} \prod_{c \in \sigma} \Gamma\left(\alpha_{\{\sigma-c\} \cup b}(r)\right) F_{n}(b ; r),  \tag{1.13}\\
& \forall a \in \sigma, \forall b \in \sigma^{\prime}
\end{align*}
$$

so that the value of both sides of Eq. (1.13) depend on neither $a \in \sigma$, nor $b \in \sigma^{\prime}$. These two-term relations will play a basic role in what follows.

## 2. CONNECTION WITH THE 3 ; COEFFICIENT OF SU(2)

As the $3 j$-coefficient of $S U(2)$ depends upon five independent parameters, $j_{\xi}, \mu_{\xi}, \xi=1,2,3, \sum_{\xi=1}^{3} \mu_{\xi}=0$, the $r$ variables are certainly suitable to express this coefficient as shown in Ref. 3 in a similar context. It will become apparent in Sec. 4 that they are the right variables to study the symmetries of our generalized functions. We make the following identification:
$\left(\begin{array}{lll}j_{1} & j_{2} & j_{3} \\ \mu_{1} & \mu_{2} & \mu_{3}\end{array}\right)$
$=\left(\begin{array}{ccc}\left(r_{1}-r_{0}-1\right) / 2 & \left(r_{3}-r_{2}-1\right) / 2 & \left(r_{5}-r_{4}-1\right) / 2 \\ \left(r_{2}+r_{3}-r_{4}-r_{5}\right) / 2 & \left(r_{4}+r_{5}-r_{0}-r_{1}\right) / 2 & \left(r_{0}+r_{1}-r_{2}-r_{3}\right) / 2\end{array}\right)$
$=\begin{array}{ccc}j_{2}+j_{3}-j_{1} & j_{3}+j_{1}-j_{2} & j_{1}+j_{2}-j_{3} \\ j_{1}-\mu_{1} & j_{2}-\mu_{2} & j_{3}-\mu_{3} \\ j_{1}+\mu_{1} & j_{2}+\mu_{2} & j_{3}+\mu_{3} \\ =\begin{array}{|ccc|}\alpha_{035}-1 & \alpha_{125}-1 & \alpha_{134}-1 \\ \alpha_{145}-1 & \alpha_{013}-1 & \alpha_{235}-1 \\ \alpha_{123}-1 & \alpha_{345}-1 & \alpha_{015}-1\end{array}\end{array} .$.
For future convenience we remark that Eq. (2.1) entails

$$
\begin{array}{ll}
3 r_{0}=-3 j_{1}+\mu_{3}-\mu_{2}-\frac{3}{2}, & 3 r_{1}=3 j_{1}+\mu_{3}-\mu_{2}+\frac{3}{2} \\
3 r_{2}=-3 j_{2}+\mu_{1}-\mu_{3}-\frac{3}{2}, & 3 r_{3}=3 j_{2}+\mu_{1}-\mu_{3}+\frac{3}{2} \\
3 r_{4}=-3 j_{3}+\mu_{2}-\mu_{1}-\frac{3}{2}, & 3 r_{5}=3 j_{3}+\mu_{2}-\mu_{1}+\frac{3}{2}
\end{array}
$$

The row- and column-sum in the Regge square-symbol ${ }^{14}$ in Eq. (2.1) is $\sum_{s=1}^{3} j_{\varepsilon}=\left(r_{1}+r_{3}+r_{5}-r_{0}-r_{2}-r_{4}-3\right) / 2$ $=\alpha_{135}-2$ by virtue of Eq. (1.3). As the arguments of the square-symbol have to be nonnegative integers to fulfill $S U(2)$ constraints, we see that $\alpha_{x}, \mid \chi \cap\{1,3,5$, $\geqslant 2$, are restricted to assume positive integer values (actually $\alpha_{135}>1$ ).

Now we recall ${ }^{15}$ the identity

$$
\begin{align*}
\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
\mu_{1} & \mu_{2} & \mu_{3}
\end{array}\right)= & \delta_{\mu_{1}+\mu_{2}+\mu_{3}=0} \frac{(-1)^{j_{1}-j_{2}-\mu_{3}}}{\left(j_{3}-j_{2}+\mu_{1}\right)!\left(j_{3}-j_{1}-\mu_{2}\right)!} \\
& \times\left\{\frac{\left(j_{2}+j_{3}-j_{1}\right)!\left(j_{1}+\mu_{1}\right)!\left(j_{2}-\mu_{2}\right)!\left(j_{3}+\mu_{3}\right)!\left(j_{3}-\mu_{3}\right)!}{\left(j_{1}+j_{2}-j_{3}\right)!\left(j_{1}+j_{2}+j_{3}+1\right)!\left(j_{1}-\mu_{1}\right)!\left(j_{2}+\mu_{2}\right)!}\right\}^{1 / 2} \\
& \times{ }_{3} F_{2}\left(j_{3}-j_{1}-j_{2}, \mu_{1}-j_{1},-j_{2}-\mu_{2} ; j_{3}-j_{2}+\mu_{1}+1, j_{3}-j_{1}-\mu_{2}+1 ; 1\right) \tag{2.2}
\end{align*}
$$

if in Eq. (2.2) we express $j$ 's and $\mu$ 's in terms of $\alpha^{\prime}$ 's according to Eq. (2.1), and make use of definition (1.10) with $a=4$, we obtain
$\left(\begin{array}{lll}j_{1} & j_{2} & j_{3} \\ \mu_{1} & \mu_{2} & \mu_{3}\end{array}\right)$
$=(-1)^{r_{0}-r_{2}}\left\{\frac{\Gamma\left(\alpha_{135}, \alpha_{013}, \alpha_{035}, \alpha_{051}, \alpha_{213}, \alpha_{235}, \alpha_{251}\right)}{\Gamma\left(\alpha_{413}, \alpha_{435}, \alpha_{451}\right)}\right\}^{1 / 2} F_{p}(4)$,
where $r_{0}-r_{2}$ is integer, as $r_{0}-r_{2}=\alpha_{035}-\alpha_{235}$. Equation (2.3) is the starting point of our generalization.
2.4. Definition: For any $\sigma=\{a, b, c\} \subset \omega$ let us denote with $R_{\sigma} \equiv R_{a b c}$ the discrete set of points $\mathbf{r} \in \mathbb{R}^{(5)}$ such that $\alpha_{\sigma}(\mathbf{r})-1$ and $\alpha_{\tau}(\mathbf{r}), \forall \tau:|\sigma \cap \tau|=2$ are positive integers; by virtue of Eq. (1.1), the remaining $\alpha_{x}: 0 \leqslant|\chi \cap \sigma| \leqslant 1$, assume nonpositive integer values in $R_{\sigma}$. Clearly there are 20 different $R_{\sigma}$ 's and we also define their joining $R=\cup_{\sigma} R_{0}$.
2.5. Lemma: $R_{\sigma} \neq \emptyset, \forall \sigma ; R_{\sigma} \cap R_{\top}=\emptyset, \forall \sigma \neq$ т. The first statement is true because it holds when $\sigma=\{1,3,5\}$ by virtue of Eq. (2.3). As for the second statement, let $r \in R_{\mathrm{g}}:$ (1) $\sigma \cap \tau \neq \emptyset$; then $\sigma \cap \tau^{\prime} \neq \emptyset, \sigma^{\prime} \cap \tau^{\prime} \neq \emptyset$. Let $a \in \sigma \cap \tau^{\prime}, b \in \sigma \cap \tau, c \in \sigma^{\prime} \cap \tau^{\prime}$; from Definition 2.4 it follows that $\alpha_{a b c}(\mathbf{r})>0$, so that $\mathbf{r} \notin R_{\tau}$ because $\{a, b, c\} \cap \tau$ $=b$. (2) $\sigma \cap \tau=\emptyset$; then $\alpha_{\mathrm{x}}(\mathbf{r})>0 \forall \chi:|\chi \cap \sigma|=2$ and $\mathbf{r} \notin R_{\tau}$ because $|\chi \cap \tau|=1 .{ }^{16}$
2.6. Remark: In $R$ every $\beta_{a b}$ is integer; therefore $\alpha_{a b c}+\beta_{a b}+2 \beta_{c a}-3=3 r_{c}+\frac{1}{2}$ is integer, so that $6 r_{c}+1=0$ $\bmod 2, \forall c \in \omega$. This yields $2 \sum_{a \in a} r_{a}+1=0 \bmod 2, \forall \sigma$ and $r_{a}-r_{b}=3 r_{a}+3 r_{b}+1 \bmod 2, \forall a \neq b$. These relations will prove useful in what follows to compute phase factors.
2.7. Lemma: Let $a \in \sigma, b \in \sigma^{\prime}$; in $\mathbf{r} \in R_{\boldsymbol{q}}, F_{p}(a)$ and $F_{n}(b)$ have a zero of the second order; moreover,

$$
\begin{aligned}
& (-1)^{3 r_{b}-1 / 2}\left\{\prod_{c, d \in \sigma} \Gamma\left(\alpha_{b c d}\right)\right\}^{-1} F_{p}(b), \\
& (-1)^{3 r_{a}+1 / 2}\left\{_{c, d \in \sigma^{\prime}} \Gamma\left(1-\alpha_{a c d}\right)\right\}^{-1} F_{n}(a)
\end{aligned}
$$

do not depend on $b$, respectively $a$, and $F_{n}(a), F_{p}(b)$ are related by

$$
\begin{equation*}
\left\{\prod_{c \in \sigma-a} \Gamma\left(\alpha_{a b c}\right)\right\} F_{n}(a)=(-1)^{\alpha}\left\{\sigma^{-b} b \cup a\left\{\prod_{c \in \sigma^{\prime}-b} \Gamma\left(1-\alpha_{a b c}\right)\right\} F_{p}(b) .\right. \tag{2.8}
\end{equation*}
$$

Proof: Set $\sigma=\{a, e, f\}, \sigma^{\prime}=\{b, g, h\}$ and let $\alpha_{\text {efb }}$ assume a positive integer value; Eq. (1.13) yields

$$
\begin{align*}
\Gamma\left(\alpha_{f b a}, \alpha_{f b g}, \alpha_{f b h}\right) F_{p}(e) & =\Gamma\left(\alpha_{e b a}, \alpha_{e b g}, \alpha_{e b h}\right) F_{p}(f) \\
& =\Gamma\left(\alpha_{e f a}, \alpha_{e f g}, \alpha_{e f h}\right) F_{p}(b) \\
& =(-1)^{\alpha_{a g h}} \Gamma\left(\alpha_{a e f}, \alpha_{a f b}, \alpha_{a e b}\right) F_{n}(a) \\
& =(-1)^{\alpha_{a g h}} \Gamma\left(\alpha_{g e f}, \alpha_{g f b}, \alpha_{g e b}\right) F(g) \\
& =(-1)^{\alpha_{a g h}} \Gamma\left(\alpha_{h e f}, \alpha_{h f b}, \alpha_{h e b}\right) F(h) . \tag{2.9}
\end{align*}
$$

As $\mathbf{r} \in R_{\text {aef }}$ all $\Gamma$ 's which multiply $F_{p}(b), F_{n}(a)$ are finite; on the contrary, in front of $F_{p}(e), F_{p}(f), F_{n}(g), F_{n}(h)$ there are two exploding $\Gamma$ 's which must be matched by a second order zero of these functions. As $F_{n}, F_{p}$ are entire functions of each variable, the relation
$\Gamma\left(\alpha_{e f g}, \alpha_{e f h}\right) F_{p}(b)=(-1)^{\alpha_{a g h}} \Gamma\left(\alpha_{a b f}, \alpha_{a b e}\right) F_{n}(a)$ does not depend upon along which direction the point $\mathbf{r} \in R_{\sigma}$ is approached in $\mathbb{R}^{(5)}$. The proof is completed by making $\alpha_{e f g}$ positive integer and by comparing $F_{p}(b)$ to $F_{p}(g)$ through their relation with $F_{n}(\alpha)$.
2.10. Corollary: For any given $\sigma$, the functions

$$
\begin{gathered}
\varphi_{p}(b, \mathbf{r})=(-1)^{3 r_{b}-1 / 2+\alpha}\left\{P_{\sigma}(\mathbf{r})\right\}^{1 / 2}\left\{\prod_{c, a \in \sigma} \Gamma\left(d_{b c d}(\mathbf{r})\right)\right\}^{-1} F_{p}(b ; \mathbf{r}), \\
b \in \sigma^{\prime}, \\
\varphi_{n}(a ; \mathbf{r})=(-1)^{3 r_{a}+1 / 2}\left\{P_{\sigma}(\mathbf{r})\right\}^{1 / 2}\left\{\prod_{c, d \in \sigma} \Gamma\left(1-\alpha_{a c d}(\mathbf{r})\right\}^{-1} F_{n}(a ; \mathbf{r}),\right. \\
a \in \sigma,
\end{gathered}
$$

where $P_{\sigma}=\Pi_{\forall x:|x \cap \sigma| \geqslant 2} \Gamma\left(\alpha_{x}\right)$, coincide if $\mathbf{r} \in R_{\sigma}: \varphi_{n}(a ; \mathbf{r})$ $=\varphi_{D}(b ; \mathbf{r}) \equiv \varphi(\sigma ; \mathbf{r}), \quad \forall a \in \sigma, b \in \sigma^{\prime}$.
2.11. Remark: We notice that in the particular case $\sigma=\{1,3,5\}$, recalling Eq. (2.3), we have from 2.10

$$
\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{2.12}\\
\mu_{1} & \mu_{2} & \mu_{3}
\end{array}\right)=\varphi(\{\mathbf{1}, 3,5\} ; \mathbf{r})
$$

It is straightforward to deduce from 2.10 and from Eq. (2.5) the symmetries of the $S U(2) 3 j$-coefficient. In fact, it is clearly invariant under (1) permutations of $r_{0}, r_{2}, r_{4}$; (2) permutations of $r_{1}, r_{3}, r_{5}$; (3) exchange of $r_{0}, r_{2}, r_{4}$ with $r_{1}, r_{3}, r_{5}$ and sign inversion of all $r_{a}, a \in \omega$. This transformation multiplies the coefficient by $(-1)^{\alpha_{135}}$ because $\varphi_{p}(b ; r), b \in\{0,2,4\}$, transforms into
$(-1)^{-3 r_{a}-1 / 2+\alpha_{135}}\left\{P_{024}(-\mathrm{r})\right\}^{1 / 2}\left\{\prod_{c, \sigma \in \sigma^{2}} \Gamma\left(\alpha_{a c a}(-\mathrm{r})\right)\right\}^{-1} F_{p}(a ;-\mathrm{r})$
for some $a \in\{1,3,5\}$, and $P_{024}(-\mathrm{r})=P_{135}(\mathbf{r}), \alpha_{a c d}(-\mathrm{r})$ $=1-\alpha_{a c a}(\mathbf{r}), F_{p}(a ;-\mathbf{r})=F_{n}(a ; \mathbf{r})$ according to definition (1.10) These symmetries correspond to permutations of rows and (or) columns of the Regge symbol, and to reflection with respect to the main diagonal.

One way to generalize Eq. (2.3) is to continue analytically $\varphi_{p}(b ; \mathbf{r}), \varphi_{n}(a ; \mathbf{r}), b \in\{0,2,4\}, a \in\{1,3,5\}$, from $\mathbf{r} \in R_{135}$ to $\mathbf{r}^{\prime} \in R-R_{135}$. In so doing one should take into account that $F_{p}\left(b ; r^{\prime}\right), F_{n}\left(a ; \mathbf{r}^{\prime}\right)$ develop a zero of the second order, according to 2.7 ; but it is easy to check that a pole of the second order is provided at $r^{\prime}$ by the factors which multiply $F_{p}, F_{n}$ in $\varphi_{p}, \varphi_{n}$. This suggests that the analytic extension of $\varphi_{p}, \varphi_{n}$ to the entire $R$ can be devised and in Ref. 2 a Pochhammer double-integral representation of ${ }_{3} F_{2}$ has been used for this purpose. However, we feel that this procedure-which is powerful enough to cover even the continuous representations of $S U(1,1)$-in so far as the discrete ones are considered, does not clarify the symmetry of the underlying algebraic structure; for this reason we shall develop a different method.

Beforehand we want to analyze the meaning of each $R_{\sigma}$ from the point of view of the angular momentum parameters. More precisely, we associate to $R_{a b c}$ the square-symbol

$$
[a, b, c] \equiv \begin{array}{|lll}
\alpha_{a b c}-1 & \alpha_{e a c}-1 & \alpha_{f a b}-1  \tag{2.13}\\
\alpha_{f c a}-1 & \alpha_{d a b}-1 & \alpha_{e b c}-1 \\
\alpha_{e a b}-1 & \alpha_{f b c}-1 & \alpha_{d c a}-1 \\
\hline
\end{array}
$$

where $\{d, e, f\}=\omega-\{a, b, c\}$; the row and column sum is $\alpha_{a b c}-2$ and, from Definition 2.4, in $R_{a b c}$ all variables which appear in Eq. (2.13) in addition to $\alpha_{a b c}-1$ are nonnegative integers. Sticking to the identification specified by Eq. (2.1) among $j$ 's, $\mu$ 's, and $\mathbf{r}$, we want to see what inequalities hold true for $j$ 's, $\mu$ 's in $R_{a b c}$.
2.14. If $R_{a b c}=R_{135}$ we obviously find the $\operatorname{SU}(2)$ constraints:

$$
\begin{align*}
& j_{\xi} \geqslant 0  \tag{2.14a}\\
& j_{\xi} \geqslant\left|\mu_{\xi}\right|  \tag{2.14b}\\
& j_{1}+j_{2}+j_{3} \geqslant 0  \tag{2.14c}\\
& j_{1} \frac{\mu_{2} \mu_{3}}{\left|\mu_{2} \mu_{3}\right|}+j_{2} \frac{\mu_{3} \mu_{1}}{\left|\mu_{3} \mu_{1}\right|}+j_{3} \frac{\mu_{1} \mu_{2}}{\left|\mu_{1} \mu_{2}\right|} \leqslant 0, \tag{2.14d}
\end{align*}
$$

where Eq. (2.14d), which we have borrowed from Ref. 17, implies the well-known triangular relations, because $\mu_{1}+\mu_{2}+\mu_{3}=0$ provides the only constraint over the sign of $\mu$ 's.
2.15. Let $\mathbf{r}$ belong to any one of $R_{035}, R_{125}, R_{134}$; $R_{124}, R_{034}, R_{025} ; R_{024}$. In each case we find the same inequalities of Eqs. (2.14) provided $j_{\xi}$ is replaced by $-j_{\xi}-1, \forall \xi \in \Xi$, where

$$
\Xi=\begin{array}{ccccccc}
R_{035} & R_{125} & R_{134} & R_{124} & R_{034} & R_{025} & R_{024} \\
\{1\} & \{2\} & \{3\} & \{2,3\} & \{3,1\} & \{1,2\} & \{1,2,3\}
\end{array}
$$

For instance, if $r \in R_{024}, \alpha_{024}=-j_{1}-j_{2}-j_{3}-1 \geqslant 2$ implies $\left(-j_{1}-1\right)+\left(-j_{2}-1\right)+\left(-j_{3}-1\right) \geqslant 0$, etc. Therefore, the extension of the $3 j$ of $S U(2)$ to these other regions of $R$, where the $S U(2)$ inequalities are satisfied but at least one $j$ assumes a negative value, is just the extension considered in Refs. 5, 6, 7.
2.16. Finally, if $r$ belongs to one of the remaining $R_{\sigma}$ 's, setting for convenience $\hat{j}_{\xi}=j_{\xi}+\frac{1}{2}, \xi=1,2,3$, we find

$$
\begin{align*}
& \left|\hat{j}_{\xi}\right|+\frac{1}{2} \leqslant\left|\mu_{\xi}\right|, \xi=1,2,3  \tag{2.16a}\\
& \frac{\mu_{2} \mu_{3}}{\left|\mu_{2} \mu_{3}\right|}\left(\left|\hat{j}_{1}\right|+\frac{1}{2}\right)+\frac{\mu_{3} \mu_{1}}{\left|\mu_{3} \mu_{1}\right|}\left(\left|\hat{j}_{2}\right|+\frac{1}{2}\right)+\frac{\mu_{1} \mu_{2}}{\left|\mu_{1} \mu_{2}\right|}\left(\left|\hat{j}_{3}\right|+\frac{1}{2}\right) \geqslant 0 \tag{2.16b}
\end{align*}
$$

and in each region the sign of only one $\hat{j}$ and of all $\mu$ 's is specified as follows:

$$
\begin{array}{r|c|llll}
\hat{\xi}=1 & 2 & 3 \\
\hline \mathbf{r} \in R_{145} & R_{013} & R_{235}: \hat{j}_{\xi} \geqslant \frac{1}{2}, & \mu_{\xi} \leqslant-1, & \mu_{\eta} \geqslant+\frac{1}{2}, \\
R_{123} & R_{345} & R_{015}: \hat{j}_{\xi} \geqslant \frac{1}{2}, & \mu_{\xi} \geqslant+1, & \mu_{\eta} \leqslant-\frac{1}{2}, \\
R_{023} & R_{245} & R_{014}: \hat{j}_{\xi} \leqslant-\frac{1}{2}, \quad \mu_{\xi} \geqslant+1, & \mu_{\eta} \leqslant-\frac{1}{2},  \tag{2.16c}\\
R_{045} & R_{012} & R_{234}: \hat{j}_{\xi} \leqslant-\frac{1}{2}, \quad \mu_{\xi} \leqslant-1, & \mu_{\eta} \geqslant+\frac{1}{2},
\end{array}
$$

$\eta \in\{1,2,3\}-\xi$. Here we have quoted the stronger inequalities; notice that Eq. (2.16b) provides only one relation for each $R_{\mathrm{g}}$. It is easily checked (see Ref. 2) that inside the subregions of $R_{023}, R_{245}, R_{014}, R_{045}, R_{012}, R_{234}$ where $\hat{j}_{\xi} \leqslant \frac{1}{2}, \quad \xi=1,2,3$, the parameters $j$ 's, $\mu$ 's satisfy the inequalitites which characterize $\operatorname{SU}(1,1)$ unitary discrete representations having a nonvanishing $3 j$-coefficient. The remaining subregions of these $R_{\sigma}$ 's, as well as the whole of $R_{145}, R_{013}, R_{235}, R_{123}, R_{345}, R_{015}$, give rise to the same $\operatorname{SU}(1,1)$ inequalities with sign inversion of at least one $\hat{j}$, namely they correspond to the same extension ${ }^{18}$ as the one considered in 2.15 for the $S U(2)$ case.

For future convenience we denote with $\hat{R}_{\sigma}, \sigma=\{0,1,2\}$, $\{0,1,4\},\{2,3,4\},\{2,3,0\},\{4,5,0\},\{4,5,2\}$ the subset of $R_{\sigma}$ where $\hat{f}_{\xi} \leqslant+\frac{1}{2}, \xi=1,2,3$, and write $R(S U(1,1))$ $=U_{\sigma} R_{\sigma}$.

## 3. THE GENERALIZED FUNCTIONS

In this section we shall construct a set of functions in $R$ which coincide with the $3 j$-coefficient of $S U(2)$ in $R_{135}$; it will turn out that in $R(S U(1,1))$ these functions coincide within a phase with the $3 j$ of $S U(1,1)$ which couples discrete unitary representations.
3.1. Definition: We introduce the step function $\vartheta(\sigma ; \mathrm{r})$, $\forall \mathbf{r} \in R$, such that $\vartheta(\sigma, \mathbf{r})=1$ if $\alpha_{\sigma}(\mathbf{r})>0$, while $\vartheta(\sigma ; \mathbf{r})=0$ if $\alpha_{\sigma}(r) \leqslant 0$; notice that $\vartheta(\sigma ; r)+\vartheta\left(\sigma^{\prime} ; r\right)=1 \forall \sigma$.

To simplify our notations, it is very convenient to use the function

$$
\begin{equation*}
\tilde{\Gamma}\left(\alpha_{0}(\mathbf{r})\right)=\frac{\left\{\Gamma\left(\alpha_{0}(\mathrm{r})\right\}^{\vartheta(\sigma ; r)}\right.}{\left\{\exp \left[i \pi \alpha_{\sigma^{\prime}}(\mathbf{r})\right] \Gamma\left(\alpha_{\sigma^{\prime}}(\mathbf{r})\right)\right\}^{\}\left(\sigma^{\prime} ; \mathbf{r}\right)}} \tag{3.2a}
\end{equation*}
$$

As we are concerned with integer values of $\alpha_{\sigma}$ 's, Eq.
(3.2a) amounts to modify the $\Gamma$-function by replacing its infinite values at the poles with the corresponding residues; this procedure has been used in Refs. 5, 6, 7 to extend the $3 j$ of $S U(2)$ to negative values of $j$ 's. Eq. (3.2a) must be implemented with the following phase prescription:

$$
\left\{\tilde{\Gamma}\left(\alpha_{\sigma}(\mathbf{r})\right)\right\}^{1 / 2}=\exp \left\{-\frac{1}{2} i \pi \vartheta\left(\sigma^{\prime} ; \mathbf{r}\right) \alpha_{\sigma^{\prime}}(r)\right\}\left|\tilde{\Gamma}\left(\alpha_{\sigma}(\mathbf{r})\right)\right|^{1 / 2}
$$

This is enough for our purposes as we shall not run into noninteger powers of $\tilde{\Gamma}$ 's different from $\frac{1}{2}$.

We notice that

$$
\begin{align*}
& \tilde{\Gamma}\left(\alpha_{\sigma}(\mathbf{r})\right) \tilde{\Gamma}\left(\alpha_{\sigma^{\prime}}(\mathbf{r})\right) \\
& \quad=\exp \left\{-i \pi\left[\vartheta(\boldsymbol{\sigma} ; \mathbf{r}) \alpha_{\sigma}(\mathbf{r})+\vartheta\left(\boldsymbol{\sigma}^{\prime} ; \mathbf{r}\right) \alpha_{\sigma^{\prime}}(\mathbf{r})\right]\right\} \tag{3.3}
\end{align*}
$$

Moreover, the following useful identity holds $\forall a \in \omega$ :
$(1 / 2) \sum_{\tau<\omega=a}\left\{\vartheta(\tau ; \mathbf{r}) \alpha_{\tau}(\mathbf{r})+\vartheta\left(\tau^{\prime} ; \mathbf{r}\right) \alpha_{\tau^{\prime}}(\mathbf{r})\right\}=-\frac{1}{2} \bmod 2$.

By means of definition (3.2) we may cast the functions $\varphi_{p}(b ; \mathbf{r}), \varphi_{n}(a ; r), \mathbf{r} \in R_{\sigma}, a \in \sigma, b \in \sigma^{\prime}$, defined in 2.10, into a more symmetrical form; recalling 2.6 , we obtain easily
$\varphi_{p}(b ; r)=\exp \left\{i \pi\left(-\frac{3}{2} r_{b}+\frac{3}{4}\right)\right\}\left\{Q_{p}(b ; \mathbf{r})\right\}^{1 / 2} F_{p}(b ; \mathbf{r}), \quad b \in \sigma^{\prime}$,
$\varphi_{n}(a ; \mathbf{r})=\exp \left\{i \pi\left[\frac{3}{2} r_{a}-\frac{1}{4}+\alpha_{\sigma^{\prime}}(\mathbf{r})\right]\right\}\left\{Q_{n}(a ; \mathbf{r})\right\}^{1 / 2} F_{n}(a ; \mathbf{r}), \quad a \in \boldsymbol{\sigma}$,
where

$$
\begin{align*}
& Q_{D}(a ; r)=\prod_{\tau \subset \omega-a} \tilde{\Gamma}\left(\alpha_{\tau}(\mathbf{r})\right)  \tag{3.5c}\\
& Q_{n}(a ; r)=\prod_{\tau \subset \omega-a} \tilde{\Gamma}\left(1-\alpha_{\tau}(\mathbf{r})\right) \tag{3.5d}
\end{align*}
$$

We postulate now a set of equations whose solution will provide the basic ingredients of our construction. In fact, the functions $\widetilde{F}_{p}(a ; r), \widetilde{F}_{n}(a ; r), a \in \omega$, which appear as unknown in these equations, can be chosen in such a way that-upon multiplication by suitable factors as specified in Definition 3.11-they yield the desired generalized functions. The equations read, if $\mathbf{r} \in R_{\sigma}$,

$$
\begin{align*}
\prod_{c \in \tau} \tilde{\Gamma}\left(\alpha_{\{\tau-b \cup \cup c}(\mathbf{r})\right) \tilde{F}_{p}(b ; r)= & (-1)^{\left|\tau \bigcap_{0}\right|+\alpha_{\tau}(r)} \\
& \times \prod_{c \in \tau} \tilde{\Gamma}\left(\alpha_{i \tau-c \biguplus a}(\mathbf{r})\right) F_{n}(a ; \mathbf{r}) \tag{3.6}
\end{align*}
$$

$\forall \tau: 2 \leqslant|\tau \cap \sigma| \leqslant 3$, and $\forall a \in \tau^{\prime}, b \in \tau$. These relationsapart from the phase $(-1)^{|\pi n|}$-are obtained from Eq. (1.13) by considering in turn each $\alpha_{\tau}(r)>0$ and by replacing $\Gamma(\alpha)$ with $\tilde{\Gamma}(\alpha)$.
3.7. Lemma: Equations (3.6) are compatible and admit the following solutions at $\mathbf{r} \in R_{\sigma}$ :

$$
\begin{align*}
& \tilde{F}_{p}(a ; \mathbf{r})=F_{p}(a ; \mathbf{r}), \quad \forall a \in \sigma^{\prime},  \tag{3.8a}\\
& \tilde{F}_{n}(a ; \mathbf{r})=F_{n}(a ; \mathbf{r}), \quad \forall a \in \sigma,  \tag{3.8b}\\
& \tilde{F}_{p}(b ; \mathbf{r})=(-1)^{3 r_{a^{+1}} / 2} \quad \prod_{c \in \omega-\{a, b\}} \Gamma\left(\alpha_{a b c}(\mathbf{r})\right) F_{n}(a ; \mathbf{r}), \\
&  \tag{3.8c}\\
& \forall b \in \sigma, \quad a \in \sigma-b ;
\end{align*}
$$

$$
\begin{aligned}
& \tilde{F}_{n}(b ; \mathbf{r})=(-1)^{3 \mathrm{r}_{a}-1 / 2} \prod_{\sigma \in \omega-(a, b]} \Gamma\left(1-\alpha_{a b c}(\mathrm{r})\right) F_{p}(a ; \mathrm{r}), \\
& \forall b \in \sigma^{\prime}, \quad a \in \sigma^{\prime}-b . \quad(3,8 \mathrm{~d})
\end{aligned}
$$

Proof: We delete the proof of consistency to Appendix B. Here we show that there are equations of the system (3.6) which are satisfied by the choice (3.8). Let $a \in \sigma$ $\cap \tau^{\prime}, b \in \sigma^{\prime} \cap \tau$ in (3.6); this implies $|\sigma \cap \tau|=2$ and $\bar{\sigma}=(\sigma \cap \tau) \cup a, \tau=(\sigma \cap \tau) \cup b$; therefore, if $c \in \tau^{\prime}$, we have $\alpha_{\{\tau-b\} \cup c}=\alpha_{(\sigma \cap \tau) \cup c}>0$ and if $c \in \tau:|(\{\tau-c\} \cup a) \cap \sigma|=2$, so that $\alpha_{(t-c) \cup a}>0$. According to definition (3.2), it follows that $\tilde{\Gamma}\left(\alpha_{\chi}\right)=\Gamma\left(\alpha_{x}\right)$ for every $\chi$ involved in (3.6); moreover, $\Gamma\left(\alpha_{(\sigma \cap \tau) \cup a}\right)$ appears on both sides of (3.6) and $\alpha_{\tau^{\prime}}=\alpha_{\left\{\sigma^{-b)}\right)^{*}}$ Therefore, $\tilde{F}_{p}(b ; \mathbf{r}), b \in \sigma^{\prime}$, and $\widetilde{F}_{n}(a ; r), a \in \sigma$, satisfy Eq. (2.8). As for Eqs. (3.8.c, d), they follow from (3.8.a, b) and from Eqs. (B1b), (B1c) of Appendix B.

Remark: The consistency of Eqs. (3.6) shows up also from the fact that the rhs of (3.8c), (3.8d) is actually independent of $a \in \sigma$, respectively $a \in \sigma^{\prime}$. In fact, we may write these equations as follows:

$$
\begin{align*}
& \tilde{F}_{p}(b ; r)=\Gamma\left(\alpha _ { \sigma } ( \mathbf { r } ) \left\{\left\{\prod_{\substack{c \in \in^{\sigma} \\
a \in \sigma-b}} \Gamma\left(\alpha_{b c d}(\mathbf{r})\right)\right\} \frac{(-1)^{3 r_{a}+1 / 2} F_{n}(a ; \mathbf{r})}{\Pi_{c, ~}\left(\in \sigma^{\sigma}\right.} \Gamma\left(1-\alpha_{a c d}(\mathbf{r})\right),\right.\right. \\
& \forall b \in \sigma, \quad a \in \sigma-b ;  \tag{3.9a}\\
& \tilde{F}_{n}(g ; \mathbf{r})=\Gamma\left(1-\alpha_{\sigma^{\prime}}(\mathbf{r})\right)\left\{\prod_{\substack{c \in \sigma \\
d \in \in^{\prime}-g}} \Gamma\left(1-\alpha_{g c d}(\mathbf{r})\right)\right\} \frac{(-1)^{3 r_{e}-1 / 2} F_{p}(e ; \mathbf{r})}{\Pi_{c, d \in \sigma} \Gamma\left(\alpha_{e c d}(\mathbf{r})\right)}, \\
& \forall g \in \sigma^{\prime}, e \in \sigma^{\prime}-g ; \tag{3.9b}
\end{align*}
$$

then we recall 2.7 and realize that Eqs. (3.9a), (3.9b) hold also when $a=b, e=g$. In this particular case we know from Appendix B that, if $\mathbf{r} \in R_{\mathrm{o}}$, then

$$
\begin{array}{ll}
\tilde{F}_{p}(b ; \mathbf{r})=-Q_{n}(b ; r) \tilde{F}_{n}(b ; r), & \forall b \in \sigma, \\
\tilde{F}_{n}(g ; r)=-Q_{p}(g ; r) \tilde{F}_{p}(g ; r), & \forall g \in \sigma^{\prime} . \tag{3.10b}
\end{array}
$$

3.11. Definition: $\mathrm{r} \in R, \quad a \in \omega$, we set
$\boldsymbol{\Phi}_{p}(a ; \mathbf{r})=\exp \left\{i \pi\left[\psi_{a}(\mathbf{r})+A(a ; r)\right]\right\}\left\{Q_{p}(a ; \mathbf{r})\right\}^{1 / 2} \tilde{F}_{p}(a ; \mathbf{r})$,
$\Phi_{n}(a ; \mathbf{r})=\exp \left\{i \pi\left[\nu_{a}(\mathbf{r})+A(a ; \mathbf{r})\right]\right\}\left\{Q_{n}(a ; \mathbf{r})\right\}^{1 / 2} \widetilde{F}_{n}(a ; \mathbf{r})$,
where

$$
\begin{align*}
& \psi_{a}(\mathbf{r})=3 r_{a}-\frac{1}{2}+\alpha_{135}(\mathbf{r}) \quad \text { if } a \in\{0,2,4\},  \tag{3.11c}\\
& \nu_{a}(\mathbf{r})=3 r_{a}+\alpha_{135}(\mathbf{r})  \tag{3.11d}\\
& \psi_{a}(\mathbf{r})=3 r_{a}+1 \quad \text { if } a \in\{1,3,5\}, \\
& \nu_{a}(\mathbf{r})=3 r_{a}+\frac{1}{2}
\end{align*} \quad \text { in } \quad \text {, } \quad \text {, }
$$

$A(a ; r)$
$=\frac{1}{2} \sum_{b, c \in \mathrm{X}}\left\{\vartheta(\{a, b, c\} ; \mathbf{r}) \alpha_{a b c}(\mathbf{r})+\vartheta(\omega-\{a, b, c\} ; \mathbf{r}) \alpha_{\omega-\{a, b, c)}(\mathbf{r})\right\}$,
$x=\{1,3,5\}$ if $a \in\{0,2,4\} ; x=\{0,2,4\}$ if $a \in\{1,3,5\}$.

This choice of phase factors will be justified a posteriori as we shall show in 3.13 that it forces all $\Phi_{p}$ 's, $\Phi_{n}$ 's to coincide in $R_{135}$ with the $\operatorname{SU}(2) 3 j$-coefficient; this clarifies also the privileged role of $R_{135}$.
3.12. Theorem: For any $\sigma$, recalling the definition of $\varphi(\sigma ; r)$ given in 2.10 , if $\gamma \in R_{\sigma}$, we have

$$
\Phi_{p, n}(a ; \mathbf{r})=\exp \left\{i \pi \Psi_{p, n}(a ; \mathbf{r})\right\} \varphi(\sigma ; \mathbf{r}),
$$

where
$\Psi_{n}(a ; \mathbf{r})=\nu_{a}(\mathbf{r})-\frac{3}{2} r_{a}+\frac{1}{4}+\alpha_{\sigma}(\mathbf{r})+A(a ; \mathbf{r}), \quad \bmod 2, \quad$ if $a \in \sigma$

$$
=\nu_{a}(\mathbf{r})+\frac{3}{2} r_{a}+\frac{3}{4}+A(a ; \mathbf{r}), \quad \bmod 2, \quad \text { if } a \in \sigma^{\prime}, \quad \text { (3.12a) }
$$

$\left.\Psi_{p}(a ; r)-\Psi_{n}(a ; r)=\delta_{a \in(\sigma \cap)}(0,2,4\}\right) \cup\left(\sigma_{0} \cap(1,3,5\}, \bmod 2\right.$ 。

Here, $\delta_{a \in \tau}=1$ if $a \in \tau, \delta_{a \in \tau}=0$ if $a \notin \tau$.
Proof: Let $a \in \sigma$; then, from Eq. (3. 8a), $\tilde{F}_{n}(a ; r)$
$=\widetilde{F}_{n}(a ; r)$. Therefore, comparing Eqs. (3.11b), (3.5b), we obtain (3.12a) for the case $a \in \sigma$. On the other hand, if $a \in \sigma^{\prime}$, we may use Eq. (3.10b) so that (3.11b) becomes
$\Phi_{n}(a ; \mathbf{r})=\exp \left\{i \pi\left[\nu_{a}(\mathbf{r})+A(a ; \mathbf{r})+1\right]\right\}\left\{Q_{n}(a ; \mathbf{r})\right\}^{1 / 2} Q_{p}(a ; \mathbf{r}) \tilde{F}(a ; \mathbf{r})$.
Now notice that

$$
Q_{p}(a ; r) Q_{n}(a ; r)=\prod_{\pi=\omega-a} \Gamma\left(\alpha_{\tau}(r)\right) \tilde{\Gamma}\left(\alpha_{\tau}(r)\right) ;
$$

therefore, from Eqs. (3.3), (3.4), (3.8a) we obtain $\Phi_{n}(a ; \mathbf{r})=\exp \left\{i \pi\left[\nu_{a}(\mathbf{r})+A(a ; \mathbf{r})-\frac{1}{2}\right]\right\}\left\{Q_{p}(a ; \mathbf{r})\right\}^{1 / 2} F_{p}(a ; \mathbf{r})$ and by comparison with Eq. (3. 5a), we get (3.12a) in the case $a \in \sigma^{\prime}$. Then consider the ratio $\Phi_{p}(a ; \mathbf{r}) / \Phi_{n}(a ; r)$; from 3.11 we have

$$
\frac{\Phi_{p}(a ; \mathbf{r})}{\Phi_{n}(a ; r)}=\exp \left\{i \pi\left\{\psi_{a}(\mathbf{r})-\nu_{a}(\mathbf{r})\right]\right\}\left\{\frac{Q_{p}(a ; \mathbf{r})}{Q_{n}(a ; \mathbf{r})}\right\}^{1 / 2} \frac{\tilde{F}_{p}(a ; \mathbf{r})}{\widetilde{F}_{n}(a ; r)}
$$

Using Eqs. (3.10), (3.3), (3.4) we deduce

$$
\begin{aligned}
\left\{\frac{Q_{p}(a ; r)}{Q_{n}(a ; r)}\right\}^{1 / 2} \frac{\widetilde{F}_{p}(a ; r)}{\tilde{F}_{n}(a ; r)} & =-\left\{Q_{p}(a ; r) Q_{n}(a ; r)\right\}^{1 / 2-\sigma_{a \in \sigma}} \\
& =\exp i \frac{\pi}{2}\left(\delta_{a \in \sigma^{\prime}}-\delta_{a \in \sigma}\right)
\end{aligned}
$$

which leads to (3.12b) if we recall (3.11c, d).
3. 13. Corollary: If $\mathbf{r} \in R_{135}$, then: $\Phi_{p}(a ; \mathbf{r})=\Phi_{n}(a ; \mathbf{r})$
$=\left(\begin{array}{c}s_{1} f_{1} \\ \mu_{1} \\ f_{2}\end{array} f_{2} f_{3}\right), \forall a \in \omega$, provided we make the identifications specified by Eq. (2,1).

In fact, by direct computation of $A(a ; r)$, Eq. (3.12a) yields for any $a \in \omega$
$\Psi_{n}(a ; \mathbf{r})=3 \sum_{b \in(1,3,5)} r_{b}+1, \bmod 2$, if $|\sigma \cap\{1,3,5\}|=0$,
$=3 r_{\sigma \cap\{0,2,4\}}+\delta_{a \in \operatorname{On}\{0,2,4\}}$, $\bmod 2$, if $|\sigma \cap\{1,3,5\}|=1$,

$$
\begin{align*}
& =3 \sum_{b \in O \cap\{1,3,5\}} r_{b}+\delta_{a \in \operatorname{On}\{1,3,5\}}  \tag{3.14b}\\
& \quad \bmod 2, \text { if }|\sigma \cap\{1,3,5\}|=2, \tag{3.14c}
\end{align*}
$$

$$
\begin{equation*}
=0, \quad \bmod 2, \text { if }|\sigma \cap\{1,3,5\}|=3 \tag{3.14d}
\end{equation*}
$$

Therefore, if $\sigma=\{1,3,5\}$, we get from Eq. (3.12b): $\Psi_{p}(a ; r)=\Psi_{n}(a ; r), \forall a \in \omega$, and we have just to recall 2.12.
3.15. Corollary: If $\mathbf{r} \in R(S U(1,1))$, then $\Phi_{p}(a ; r)$,
$\Phi_{n}(a ; \mathrm{r}), \forall a \in \omega$, coincide-apart from a phase factor-
with the $\operatorname{SU}(1,1) 3 j$-coefficient involving the discrete unitary representations $j_{\ell}, \xi=1,2,3$, specified by Eq. (2.1).

In fact, by means of Dougall's formula, it is straightforward to check that the Clebsch-Gordan coefficient of $\operatorname{SU}(1,1)$ with discrete unitary representations $C_{\mu_{1}}^{j_{1}} j_{2} j_{2} j_{3}$, divided by $\sqrt{-2 j_{3}-1}$, as computed in Ref. 2, is related to $\varphi(\sigma ; r)$ as follows:

$$
\frac{C_{\mu_{1}}^{f_{1} j_{2}} f_{2} f_{3}}{f_{3}}
$$

$$
\begin{aligned}
& =(-1)^{3 r_{2}+1 / 2} \varphi(\{2,3,4\} ; r) \text { [Eq. (3.11), Ref. 2] } \\
& =(-1)^{3 r_{0}+1 / 2} \varphi(\{0,1,4\} ; r) \text { [Eq. (3.15), Ref. 2] } \\
& =(-1)^{r_{4}-r_{5}} \varphi(\{0,1,2\} ; r) \text { [Eqs. (3.18), (3.20), Ref. 2] } \\
& =(-1)^{r_{4}-r_{5}} \varphi(\{0,2,3\} ; r) \text { [Eqs. (3.17), (3.19), Ref. 2], }
\end{aligned}
$$

and we guess

$$
\begin{aligned}
& =(-1)^{3 r_{2}+1 / 2} \varphi(\{2,4,5\} ; r) \\
& =(-1)^{3 r r_{0}^{+1 / 2}} \varphi(\{0,4,5\} ; r) .
\end{aligned}
$$

To complete the argument, we recall 3.12.
Remarks: At this stage it is clear, in the light of definition (3.2a), that within the regions specified in 2.15 all $\Phi_{n}$ 's, $\Phi_{D}$ 's coincide-apart from a possible phase-with one of the extensions considered in Refs. $5,6,7$ of the $S U(2) 3 j$-coefficient. Similarly, inside the regions considered in 2.16 which are not proper $S U(1,1)$ regions, these functions coincide-always within a phase-with $\operatorname{SU}(1,1) 3 j$-coefficients in which at least one $j$ is replaced by $-j-1$.

All $\Phi_{b}{ }^{\prime} s, \Phi_{n}$ 's are acceptable generalizations; they coincide essentially with the GWC of Ref. 2 and with the $3 j$-symbol of Ref. 3 provided the corresponding variables are restricted to $R$ through a suitable limiting procedure.

## 4. SYMMETRIES

To study the symmetries of $\boldsymbol{\Phi}_{p}$ 's, $\boldsymbol{\Phi}_{n}$ 's it is convenient to consider a suitable linear combination $\Phi(\mathbf{r})$ of these functions. We choose

$$
\begin{align*}
\Phi(r)=\frac{1}{6} & \sum_{a \in\{1,3,5\}}\left[\Phi_{p}(a ; r)+\Phi_{n}(a ; r)\right. \\
& +\sum_{a \in\{0,2,4\}}\left[\Phi_{p}(a ; r)-\Phi_{n}(a ; r)\right] \tag{4.1}
\end{align*}
$$

As will soon be clear, $|\Phi(\mathbf{r})|=\left|\Phi_{p}(a ; r)\right|=\left|\Phi_{n}(a ; \mathbf{r})\right|$, $\forall a \in \omega, \forall \mathrm{r} \in R$; moreover, the phase of $\Phi(\mathbf{r})$ keeps unchanged the features which are shared by the phases of all $\Phi_{p}$ 's, $\Phi_{n}$ 's, as will be specified in 4.2. These conditions do not determine $\Phi(r)$ uniquely; the additional degree of freedom might be exploited to produce a function which enjoys other properties shared by $S U(2)$, $S U(1,1) 3 j$-coefficients. Here we shall not enter into these questions as our purpose is merely to unify the analysis of the symmetries of $\boldsymbol{\Phi}_{p, n}$ 's.
4.2. Lemma: $\boldsymbol{\Phi}(\mathbf{r})=\exp \{i \pi \Psi(\mathbf{r})\} \varphi(\boldsymbol{\sigma} ; \mathbf{r})$ if $\mathbf{r} \in R_{\sigma}$, where

```
\(\Psi(r)=3 \sum_{a \in\{1,3,5]} r_{a}, \bmod 2\), if \(|\sigma \cap\{1,3,5\}|=0\),
    \(=3 r_{\text {on }}(0,2,4), \bmod 2\), if \(|\sigma \cap\{1,3,5\}|=1\),
    \(=3 \sum_{a \in \operatorname{O}(1,3,5)} r_{a}+1, \bmod 2\), if \(|\sigma \cap\{1,3,5\}|=2\),
    \(=0, \bmod 2\). if \(|\sigma \cap\{1,3,5\}|=3\).
```

These formulas can be checked by direct computation of $\Phi(r)$ by means of Eq. (3.14) and 3. 12.
4. 3. Remark: It is clear that through Eq. (4.1) we made a sort of average over the phases of $\Phi_{p}$ 's, $\Phi_{n}$ 's, without changing the phase when $r \in R_{135}$; therefore, $\Phi(r)$ coincides with the $3 j$ of $S U(2)$ in $R_{135}$.
4.4. Definition: We consider now a group $G(3 j)$ of automorphisms $P_{12}$ of $R$ onto itself, provided by the following transformation: (1) permutations $P_{12}^{+}$of components of $\mathbf{r}^{(1)} \in R$ which send $\mathbf{r}^{(1)}$ into a different point $\mathbf{r}_{+}^{(2)} \in R$; (2) permutations of components of $\mathbf{r}^{(1)}$ and sign inversion of all $r_{a}^{(1)}, \forall a \in \omega$; these transformations, which we denote with $P_{12}^{(12}$, send $r^{(1)}$ into a point $r_{-}^{(2)} \in R$. Clearly, $G(3 j) \sim S_{6} \otimes S_{2}$ and its order is 6! $\cdot 2(=1440)$.
4.5. Remark: It is worth noticing that the elements of $G(3 j)$ can be partitioned into 20 subsets of $3!\cdot 3!\cdot 2$ (=72) elements each. In fact, if $\mathbf{r}^{(1)} \in R_{\mathbf{w}_{1}}$, there are 72 different $P_{12} \in G(3 j)$ which send $r^{(1)}$ into correspondingly different points $r^{(2)} \in R_{\sigma_{2}}$, for any given $\sigma_{2}$. For instance, if $\sigma_{1}=\{1,3,5\}$, we have $r^{(2)}$
$=\left(r_{a}^{(2)}, r_{b}^{(2)}, r_{c}^{(2)}, r_{d}^{(2)}, r_{e}^{(2)}, r_{f}^{(2)}\right) \in R_{a b c}$, provided we set either $\left(r_{a}^{(2)}, r_{b}^{(2)}, r_{c}^{(2)}\right)=S_{3}\left(r_{1}^{(1)}, r_{3}^{(1)}, r_{5}^{(1)}\right),\left(r_{d}^{(2)}, r_{e}^{(2)}, r_{f_{1}}^{(2)}\right)$ $=S_{3}\left(r_{0}^{(1)}, r_{2}^{(1)}, r_{4}^{(1)}\right)$, or $\left(r_{a}^{(2)}, r_{b}^{(2)}, r_{c}^{(2)}\right)=S_{3}\left(-r_{0}^{(1)},-r_{2}^{(1)}\right.$, $\left.-r_{4}^{(1)}\right),\left(r_{d}^{(2)}, r_{e}^{(2)}, r_{f}^{(2)}\right)=S_{3}\left(-r_{1}^{(1)}, r_{3}^{(1)},-r_{5}^{(1)}\right)$, where $S_{3}$ denotes any element of the permutation group over 3 objects and ( $u, v, w, \cdots$ ) denotes an ordered set. In the particular case $\sigma_{1}=\sigma_{2}=\{1,3,5\}$, recalling 2.11 , we see that the corresponding 72 elements of $G(3 j)$ coincide with the symmetries of the $S U(2) 3 j$-coefficient.
4. 6. Remark: If $\mathbf{r}^{(1)} \in R_{\sigma_{1}}$ and $\mathbf{r}^{(2)}=P_{12} \mathbf{r}^{(1)} \in R a_{2}$, we want to point out that (1) $P_{12}=P_{12}^{+}$implies $r_{a}^{(2)}=r_{b}^{(1)}$, so that if $a \in \sigma_{2}$, then $b \in \sigma_{1}$ and if $a \in \sigma_{2}^{\prime}$ then $b \in \sigma_{1}^{\prime}$; (2) $P_{12}$ $=P_{12}^{-}$implies $r_{a}^{(2)}=-r_{b}^{(1)}$, so that, if $a \in \sigma_{2}$, then $b \in \sigma_{1}^{\prime}$, while if $a \in \sigma_{2}^{\prime}$, then $b \in \sigma_{1}$. These remarks stem directly from Definition 2.4.
4. 7. Theorem: $\forall \mathrm{r}^{(1)} \in R_{\mathrm{\sigma}_{1}}, \forall P_{\mathrm{I}_{2}} \in G(3 j)$, setting $\mathrm{r}_{ \pm}^{(2)}$ $=P_{12}^{+} \mathbf{r}^{(1)}$, we have $\Phi\left(\mathbf{r}_{ \pm}^{(2)}\right)=\exp \left\{i \pi \Psi^{ \pm}\left(\mathbf{r}^{(1)}, \mathbf{r}_{ \pm}^{(2)}\right)\right\} \Phi\left(\mathbf{r}^{(1)}\right)$, where $\Psi^{+}\left(\mathbf{r}^{(1)}, \mathbf{r}_{+}^{(2)}\right)=\Psi\left(\mathbf{r}_{+}^{(2)}\right)-\Psi\left(\mathbf{r}^{(1)}\right)$, and $\Psi^{-}\left(\mathbf{r}^{(1)}, \mathbf{r}_{-}^{(2)}\right)$ $=\Psi\left(\mathbf{r}^{(2)}\right)-\boldsymbol{\Psi}\left(\mathbf{r}^{(1)}\right)+\alpha_{\sigma_{1}}\left(\mathbf{r}^{(1)}\right)$.
Proof: (1) $P_{12}^{*}$ : According to 4.6, choose any $a \in \sigma_{2}$ and $b \in \sigma_{1}$ such that $\left(r_{+}^{(2)}\right)_{a}=r_{b}^{(1)} ;$ from 4.2 we have $\Phi\left(\mathbf{r}_{+}^{(2)}\right)$ $=\exp \left\{i \pi \Psi\left(\mathbf{r}_{+}^{(2)}\right)\right\} \varphi\left(\sigma_{2} ; \mathbf{r}_{+}^{(2)}\right)$. Recalling 2.10 and Eq. (3.5b), we deduce

$$
\begin{aligned}
& \varphi\left(\sigma_{2} ; \mathbf{r}_{+}^{(2)}\right)=\varphi_{n}\left(a ; \mathbf{r}_{+}^{(2)}\right) \\
& \quad=\exp \left\{i \pi\left[\frac{3}{2}\left(\mathbf{r}_{+}^{(2)}\right)_{a}-\frac{1}{4}+\alpha_{\sigma \frac{1}{2}}\left(\mathbf{r}_{+}^{(2)}\right)\right]\right\} Q_{n}\left(a ; \mathbf{r}_{+}^{(2)}\right) F_{n}\left(a ; \mathbf{r}_{+}^{(2)}\right)
\end{aligned}
$$

then it is easily checked that $\alpha_{\sigma_{2}}\left(r_{+}^{(2)}\right)=\alpha_{\sigma_{1}^{\prime}}\left(\mathbf{r}^{(1)}\right)$, $Q_{n}\left(a ; \mathbf{r}_{+}^{(2)}\right)=Q_{n}\left(b ; \mathbf{r}^{(1)}\right), F_{n}\left(a ; \mathbf{r}_{+}^{(2)}\right)=F_{n}\left(b ; \mathbf{r}^{(1)}\right.$, where the last identity stems from Eqs. (1.10). Therefore $\varphi\left(\sigma_{2} ; \mathbf{r}_{+}^{(2)}\right)$ $=\varphi\left(\sigma_{i} ; \mathbf{r}^{(1)}\right)=\exp \left\{-i \pi \Psi\left(\mathbf{r}^{(1)}\right)\right\} \Phi\left(\mathbf{r}^{(1)}\right)$.
(2) $P_{12}^{-}$: Choose any $a \in \sigma_{2}, b \in \sigma_{1}^{\prime}$ such that $\left(r_{-}^{(2)}\right)_{a}$


FIG. 1. Geometric representation of Regge symbol $[a, b, c]$.
$=-r_{b}^{(1)}$; arguing as in (1), we have now $Q_{n}\left(a ; r_{-}^{(2)}\right)$
$=Q_{p}\left(b ; \mathbf{r}^{(1)}\right)$ and, recalling Eqs. (1.10), $F_{n}\left(a ; r_{-}^{(2)}\right)$
$=F\left(-\beta_{c a}\left(-\mathbf{r}_{-}^{(2)}\right), \forall c \in \omega-a\right)=F\left(-\beta_{c b}\left(\mathbf{r}^{(1)}\right), \forall c \in \omega-b\right)$
$=F_{p}\left(b ; \mathbf{r}^{(1)}\right)$. Therefore, taking into account Eq. (3.5a), and noting that by virtue of $4.6 \alpha_{\sigma_{2}}\left(\mathbf{r}_{-}^{(2)}\right)=\frac{1}{2}+\sum_{0 \in \sigma_{2}}\left(\mathbf{r}_{-}^{(2)}\right)_{c}$ $=\frac{1}{2}-\sum_{d \in \sigma_{1}} r_{d}^{(1)}=1-\alpha_{\sigma_{1}}\left(\mathbf{r}^{(1)}\right)$, we get $\varphi\left(\sigma_{2} ; \mathbf{r}_{-}^{(2)}\right)=\varphi_{n}\left(a ; r_{-}^{(2)}\right)$ $=\exp \left\{i \pi \alpha_{\sigma_{1}}\left(\mathbf{r}^{(1)}\right)\right\} \varphi_{D}\left(b ; \mathbf{r}^{(1)}\right)=\exp \left\{i \pi\left[\alpha_{\sigma_{1}}\left(\mathbf{r}^{(1)}\right)-\Psi\left(\mathbf{r}^{(1)}\right)\right]\right\}$ $\times \boldsymbol{\Phi}\left(\mathbf{r}^{(1)}\right)$.
4. 8. Corollary: For any given $\sigma$, the numerical tabulation of $\Phi(\mathbf{r}), \mathbf{r} \in R_{\sigma}$, provides the complete tabulation of $\boldsymbol{\Phi}(\mathrm{r}), \quad \forall \mathrm{r} \in R$.

This follows from 4.7 and from the remark that $\forall \mathrm{r}^{(2)}$ $\in R_{\sigma_{2}}$, there are $r^{(1)} \in R_{\sigma}, P_{12} \in G(3 j)$ such that $r^{(2)}$ $=P_{12} \mathbf{r}^{(1)}$.

In particular, the existing tables of $S U(2) 3 j$-coefficients cover a portion not only of $R_{135}$, but of every $R_{\sigma}$, as, taking any $\mathbf{r}^{(1)} \in R_{135}$, we have $\forall P_{12}^{+} \in G(3 j)$ :

$$
\Phi\left(\mathbf{r}_{ \pm}^{(2)}=P_{12}^{ \pm} \mathbf{r}^{(i)}\right)=\exp \left\{i \pi \Psi^{ \pm}\left(\mathbf{r}^{(1)}, \mathbf{r}_{*}^{(2)}\right)\right\}\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
\mu_{1} & \mu_{2} & \mu_{3}
\end{array}\right)
$$

where $j$ 's, $\mu$ 's are given in terms of $r^{(1)}$ by Eqs. (2.1'). For the sake of possible convenience, we quote the phases $\Psi^{*}(\bmod 2)$ in the following table for each possible $\sigma_{2}, r_{ \pm}^{(2)} \in R_{\sigma_{2}}$ :

| $\sigma_{2}$ | $\mathbf{\Psi}^{+}\left(\mathbf{r}^{(1)}, \mathbf{r}_{+}^{(2)}\right)$ | $\mathbf{\Psi}^{*}\left(\mathbf{r}^{(1)}, \mathbf{r}^{(2)}\right)$ |
| :--- | :--- | :--- |
| $\{1,3,5\}$ |  |  |
| $\{a, 3,5\}$ |  |  |
| $\{a, 5,1\}$ |  |  |
| $\{a, 1,3\}$ |  |  |
| $\{0,2, a\}$ |  |  |
| $\{2,4, a\}$ |  |  |
| $\{4,0, a\}$ |  |  |
| $\{0,2,4\}$ |  |  |,$a \in\{1,3,5\}$| $j_{1}+j_{2}+j_{3}$ |  |
| :--- | :--- |
| $j_{2}-j_{3}+\mu_{1}$ | $j_{1}+\mu_{2}-\mu_{3}$ |
| $j_{3}-j_{1}+\mu_{2}$ | $j_{2}+\mu_{3}-\mu_{1}$ |
| $j_{1}-j_{2}+\mu_{3}$ | $j_{3}+\mu_{1}-\mu_{2}$ |
| $\mu_{1}-\mu_{2}-j_{3}-\frac{1}{2}$ | $j_{1}-j_{2}-\mu_{3}+\frac{1}{2}$ |
| $\mu_{2}-\mu_{3}-j_{1}-\frac{1}{2}$ | $j_{2}-j_{3}-\mu_{1}+\frac{1}{2}$ |
| $\mu_{3}-\mu_{1}-j_{2}-\frac{1}{2}$ | $j_{3}-j_{1}-\mu_{2}+\frac{1}{2}$ |
| $-j_{1}-j_{2}-j_{3}-\frac{3}{2}$ | $\frac{1}{2}$ |

We notice that the phases $\Psi^{+}$which belong to $\sigma_{2}=\{0,2,4\}$, $\{0,3,4\},\{0,3,5\}$ coincide respectively with those of formulas (18.4), (18.5), (18.6) of Ref. 6, apart from a possible $\pm 1$ discrepancy whose origin can be traced
back to our particular definition (4.1).
By restricting the results of 4.7 to $R(S U(1,1))$, it is possible to classify the symmetries of $S U(1,1) 3 j$ coefficients involving discrete unitary representations. Here we count them, while in Appendix C a particular phase definition of the $3 j$ of $S U(1,1)$ is proposed and its symmetries are characterized explicitly.
4. 9. Corollary: $\forall \mathrm{r}^{(1)} \in R(S U(1,1))$ there are in general 108 distinct points ( ${ }^{(1)}$ included) $r \in R(S U(1,1))$ such that $|\Phi(r)|=\left|\Phi\left(\mathbf{r}^{(1)}\right)\right|$.

In fact, by virtue of 4.5 and 4.7 , there are $72 \cdot 12$ distinct points in the collection of the 12 regions $R_{\mathrm{g}}$ considered in 2.16 where $\Phi$ has the same value within a phase; for every one of these points, which does fulfill $S U(1,1)$ constraints, there exist in general seven others which do not, because they are obtained from the given one through $G(3 j)$ operations which change the sign of at least one $\hat{j}$ parameter, as remarked in 2.15 . Therefore, the symmetries of the $3 j$ of $S U(1,1)$ with generic discrete unitary representations are in number of $72 \cdot 12 / 8$ $=108$; some of them have been pointed out in Ref. 3 .

## 5. A GEOMETRICAL REALIZATION OF REGGE SYMBOL AND ITS EXTENSION

We conclude our discussion by presenting a possible generalization of Regge square-symbol. As explained in Sec. 2, to each $R_{\sigma} \equiv R_{a b c}$ we associate the square-symbol of Eq. (2.13) whose structure is characterized by the property that the sum of each column- or row-elements with $\alpha_{\left\{a, b_{2},\right\}^{\prime}}-1$ equals -2 ; these linear relations are the only ones which involve $\alpha_{\{a, b, c\}}$, inside the class $Q_{1}$ of all possible relations defined by Eq. (1.5). Our aim is to find a structure which takes into account all relations of $Q_{1}$ in a way similar to that of Regge symbol, so that the elements of $G(3 j)$ correspond to those permutations of elements of the structure which map $Q_{1}$ onto itself. Clearly in $Q_{1}$ there are altogether $20 \cdot 6 / 4$ $=30$ elements.


FIG. 2. Geometric representation of the modified Regge square-symbol $\langle d, e, f\rangle$.


FIG. 3. Kinematic variables of 5 -point dual amplitude.

The looked for structure turns out to be a configuration $\Omega$ of 15 points, 15 planes, and 20 straight lines in a three-dimensional Euclidean space, characterized by:
(1) a one-to-one correspondence $\lambda_{1}$ exists between straight lines and the $20 \alpha_{\sigma}$ 's, and between points and planes of the configuration and elements of $Q_{1}$.
(2) If an element of $Q_{1}$ corresponds to a point (plane), the latter belongs to (contains) the four straight lines associated to the $\alpha$ 's which are involved in the given relation.
(3) Each line contains three points and belongs to three planes.

Clearly, the Regge square-symbol $[a, b, c]$ corresponds under $\lambda_{1}$ to the portion of $\Omega$ shown in Fig. 1 where points, planes correspond to the rows, respectively columns of $[a, b, c]$, and $\omega=\{a, b, c, d, e, f\}$.

To characterize the whole configuration and prove that it does exist, let us define a modified square-symbol $\langle d, e, f\rangle$ associated with each $[a, b, c]$ :

$$
\langle d, e, f\rangle=\left\langle\begin{array}{ccc}
\alpha_{a b d}-1 & \alpha_{a b e}-1 & \alpha_{a b f}-1  \tag{5,1}\\
\alpha_{b c t}-1 & \alpha_{b c e}-1 & \alpha_{b c f}-1 \\
\alpha_{c a d}-1 & \alpha_{c a e}-1 & \alpha_{c a f}-1
\end{array}\right\rangle .
$$

It is easily checked that the $\mathbf{7 2}$ symmetries of $[a, b, c$ ] are preserved by $\langle d, e, f\rangle$; namely, induced permutations of rows, columns and exchange rows with columns of $\langle d, e, f\rangle$. Furthermore, the structure of $\langle d, e, f\rangle$ suggests we define the collection $Q_{2}$ of the 15 sets $A(a, b)$ $=\left\{\alpha_{x}:\{a, b\} \subset \chi\right\}$ and of the other 15 sets $A_{\omega \rightarrow\{a, b]}=\left\{\alpha_{x}: \chi\right.$ $\subset \omega-\{a, b\}\}, \forall a \neq b \in \omega$. In this way we see that, while we had to add $\alpha_{(a, b, c)}-1$ to each row- or column-sum of [ $a, b, c]$ to characterize elements of $Q_{1}$, in the case of any $\langle d, e, f\rangle$ we have to associate $\alpha_{\{a, e, f]^{\circ}}$ with each row or column of $\langle d, e, f\rangle$ to find elements of $Q_{2}$; for instance, the rows of $\langle d, e, f\rangle$ characterize respectively $A_{\{a, b\}}$, $A_{\{b, c\}}, A_{\{c, a\}}$ and its columns: $A_{\omega-\{(e, f)}, A_{\omega-\{f, d\}}, A_{\omega-\{d, e\}}$. Therefore, in the same spirit as we represented $[a, b, c]$ geometrically in Fig. 1, we may represent $\langle d, e, f\rangle$ in Fig. 2 where points correspond to rows, and planes to columns of $\langle d, e, f\rangle$.

This geometrical representation can be generalized
as follows. In the five-dimensional space $X$ of the homogeneous real variables ( $x_{0}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ ), let us define the linear varieties

$$
\begin{align*}
& \bar{V}_{\{a, b, c\}}=\left\{x_{a}=x_{b}=x_{c}\right\},  \tag{5.2a}\\
& \bar{V}_{\{a, b]}=\left\{x_{c}=x_{d}=x_{e}=x_{f}\right\},  \tag{5.2b}\\
& \bar{V}_{\omega \in[a, b\}}=\left\{x_{a}=x_{b}\right\}, \tag{5.2c}
\end{align*}
$$

$\forall a, b, c \in \omega=\{0,1,2,3,4,5\} \equiv\{a, b, c, d, e, f\}$. Then consider any two-dimensional linear variety $T$ in generic position with respect to all $\bar{V}$ 's and define

$$
\begin{equation*}
V=\bar{V} \cap T, \quad \forall \bar{V} . \tag{5.3}
\end{equation*}
$$

Of course, $V_{\{a, b, c\}}$ are straight lines, while $V_{\{a, b\}}$ and $V_{\omega-\{a, b]}$ are respectively points and planes in $X \cap T$. These elements form the configuration $\Omega$ whose inclusion properties ${ }^{19}$ are

$$
\begin{align*}
& V_{\{a, b\}} \subset V_{\{a, b, s\}}, V_{\{a, b, s, t\}} \quad \forall s, t \in \omega-\{a, b\},  \tag{5.4a}\\
& V_{\{p, q\}} \subset V_{\{a, b, c\}} \subset V_{\omega-\{p, a\}} \quad \forall p, q \in\{a, b, c\},  \tag{5.4b}\\
& V_{\omega-\{a, b\}} \supset V_{\{s, t]}, V_{\{a, b, s\}} \quad \forall s, t \in \omega-\{a, b\} . \tag{5.4c}
\end{align*}
$$

Therefore, the one-to-one map $\lambda_{2}: \Omega \rightarrow\left\{\alpha_{\sigma}\right\}, Q_{2}$ defined by

$$
\begin{align*}
& V_{\{a, b, c\}} \rightarrow \alpha_{a b c}, \quad \forall a, b, c \in \omega, \\
& V_{\{a, b\}} \rightarrow A_{\{a, b\}},  \tag{5.5}\\
& V_{\omega-\{a, b\}} \rightarrow A_{\omega-\{a, b\}}
\end{align*}
$$

provides the generalization of the modified square-
symbol, as represented in Fig. 2. On the other hand, if $\lambda:\left\{\alpha_{\sigma}\right\} \rightarrow\left\{\alpha_{\sigma}\right\}$ is the map defined by

$$
\begin{align*}
& \langle 0,2,4\rangle-[1,3,5],  \tag{5.6a}\\
& \alpha_{135} \rightarrow \alpha_{024},
\end{align*}
$$

and by the constraint

$$
\lambda\left(\alpha_{\sigma_{1}}\right)=\alpha_{\sigma_{2}} \Leftrightarrow \lambda\left(\alpha_{\sigma_{1}}\right)=\alpha_{\sigma_{2}},
$$

then $\lambda_{1}=\lambda \lambda_{2}: \Omega \rightarrow\left\{\alpha_{\sigma}\right\}, Q_{1}$ is the one-to-one correspondence introduced in (1), (2), (3) which yields a generalization of the Regge square-symbol as represented in Fig. 1.

From the previous discussion it follows that the elements $P_{12}^{+}$of $G(3 j)$ permute lines, points, planes of $\Omega$ respectively among themselves, while the elements $P_{12}^{-}$ also exchange points with planes.
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## APPENDIX A: CONNECTION WITH VENEZIANO FIVE-POINT AMPLITUDE AND) PROOF OF (1.8)

To describe the scattering of 5 spinless neutral particles (Fig. 3) with 4 -momenta $p_{i}, i=1,2, \ldots, 5$, the following amplitude has been proposed recently ${ }^{20}$ :

$$
\begin{align*}
& B\left(\gamma_{12}, \gamma_{23}, \gamma_{34}, \gamma_{45}, \gamma_{51}\right) \\
& \quad=\int_{0}^{1} d x \int_{0}^{1} d y x^{-\gamma_{12}-1} y^{-\gamma_{45}-1}(1-x)^{-\gamma_{23}-1}(1-y)^{-\gamma_{34} 4^{-1}} \\
& \quad \times(1-x y)^{-\gamma_{1}+5^{+\gamma} 3_{3} \gamma_{34}}, \tag{A1}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{i j}=\gamma_{j i}=1+\left(p_{i}+p_{j}\right)^{2}=-1+2 p_{i} \cdot p_{j} \forall i \neq j=1, \ldots, 5, \tag{A2}
\end{equation*}
$$

having chosen the metric $p_{i}^{2}=-1$. As energy-momentum conservation yields

$$
\begin{equation*}
\sum_{i=1}^{5} p_{i}=0 \tag{A3}
\end{equation*}
$$

only $5 \gamma_{i j}$ are linearly independent and $\gamma_{i, i+1}\left(\gamma_{505+1}=\gamma_{51}\right)$ have been selected in (A1). The main properties of $B$ can be summarized as follows:

A4. $B\left(\gamma_{12}, \gamma_{23}, \gamma_{34}, \gamma_{45}, \gamma_{51}\right)$ is invariant under any cyclical and anticyclical permutations of labels $1, \ldots, 5$; this property reflects the symmetry of Fig. 3.

A5. The only singularities of $B$ are simple poles at nonnegative integer values of each $\gamma_{i, i+1}$; moreover, $B$ has poles in $\gamma_{i, i+1}$ and $\gamma_{j, j+1}$ if and only if $\{i, i+1\}$ $\cap\{j, j+1\}=\varnothing$. This property is known as "duality."

A6. The integral (A1) can be written in terms of the $F$ function introduced in Eq. (1.6) as follows:
$B\left(\gamma_{12}, \gamma_{23}, \gamma_{34}, \gamma_{45}, \gamma_{51}\right)$

$$
\begin{aligned}
= & \Gamma\left(-\gamma_{12}\right) \Gamma\left(-\gamma_{23}\right) \Gamma\left(-\gamma_{34}\right) \Gamma\left(-\gamma_{45}\right) \Gamma\left(-\gamma_{51}\right) \\
& \times F\left(\gamma_{51}+\gamma_{12}, \gamma_{12}+\gamma_{23}, \gamma_{23}+\gamma_{34}, \gamma_{34}+\gamma_{45}, \gamma_{45}+\gamma_{51}\right) .
\end{aligned}
$$

Therefore, from A5 it follows that $F$ is an entire function of each variable $\gamma_{i-1, i}+\gamma_{i, i+1}$.

## APPENDIX B: PROOF OF CONSISTENCY OF EQS. (3.6)

B1. We show that, given any $a, b \in \omega, a \neq b, \mathbf{r} \in R_{\sigma}$, then $\tilde{F}_{p}(b ; r) / \tilde{F}_{n}(a ; r)$ computed from Eq. (3.6) does not depend upon any $\tau$ such that $b \in \tau, a \in \tau^{\prime},|\tau \cap \sigma|=2,3$. In fact, we have

$$
\frac{\Pi_{c \in \tau} \tilde{\Gamma}\left(\alpha_{\{\tau-c) \cup a}(\mathbf{r})\right)}{\Pi_{c \in \tau} \tilde{\Gamma}\left(\alpha_{\{\tau-b) \cup c}(r)\right)}=\frac{\Pi_{c \in \tau-b} \tilde{\Gamma}\left(\alpha_{a b c}(\mathbf{r})\right)}{\Pi_{c \in \tau^{T-a}} \tilde{\Gamma}\left(\alpha_{(\tau-b\} \cup c}(\mathbf{r})\right)},
$$

and recalling Eq. (3.3)

$$
\begin{aligned}
&\left\{\prod_{c \in r^{--a}} \tilde{\Gamma}\left(\alpha_{\{\tau-b\} \cup c}(\mathrm{r})\right)\right\}^{-1}=\prod_{c \in \tau^{\prime}-a} \tilde{\Gamma}\left(\alpha_{a b c}(\mathrm{r})\right) \\
& \times \exp \left\{i \pi\left[\vartheta(\{a, b, c\} ; \mathrm{r}) \alpha_{a b c}(\mathrm{r})+\vartheta\left(\{a, b, c\}^{\prime} ; r\right) \alpha_{\{a, b, c\}^{\prime}}(\mathrm{r})\right\}\right. \\
&=\left\{\prod_{c \in r^{-}-a} \tilde{\Gamma}\left(\alpha_{a b c}(\mathrm{r})\right)\right. \\
& \times \exp \left\{i \prod_{c \in r^{\prime}-a}\left[\vartheta(\{a, b, c\} ; \mathrm{r})+\alpha_{\{a, b, c\}}(\mathrm{r})\right]\right\}
\end{aligned}
$$

because the following identity holds mod 2 :

$$
\begin{equation*}
\vartheta(\chi ; \mathbf{r}) \alpha_{\chi}(\mathbf{r})+\vartheta\left(\chi^{\prime} ; \mathbf{r}\right) \alpha_{x^{\prime}}(\mathbf{r})=\vartheta(\chi ; \mathbf{r})+\alpha_{x^{\prime}}(\mathbf{r}) . \tag{B1a}
\end{equation*}
$$

Then by direct computation we obtain

$$
\begin{align*}
& \alpha_{\tau^{+}}+\prod_{\sigma \in T^{\prime}-a} \alpha_{\{a, b, c)^{\prime}}=3 r_{a}+\frac{1}{2} \bmod 2, \\
& \sum_{c \in r^{-a}-} \vartheta(\{a, b, c\})=|\tau \cap \sigma|+\delta_{a \in \sigma^{\prime} \delta_{b \in \sigma}} \bmod 2 . \tag{B1b}
\end{align*}
$$

Therefore

$$
\left.\frac{\tilde{F}_{p}(b ; r)}{\tilde{F}_{n}(a ; r)}=\exp \left\{i \pi\left(3 r_{a}+\frac{1}{2}+\delta_{a \in \in_{0} \delta_{b \in \sigma}}\right)\right\}\right\}_{x \supset\{a, b\}} \tilde{\Gamma}\left(\alpha_{x}(r)\right),
$$

which is independent of $\tau$. Similarly, we may prove the inverse relation
$\frac{\tilde{F}_{n}(a ; \mathbf{r})}{\widetilde{F}_{p}(c ; \mathbf{r})}=\exp \left\{i \pi\left(3 r_{c}-\frac{1}{2}+\delta_{c \in \sigma} \delta_{a \in \sigma^{*}}\right)\right\}{ }_{x \subset \omega=(a, c\}} \tilde{\Gamma}\left(\alpha_{x}(\mathbf{r})\right)$.
(B1c)
B2. We show that, $\forall a, b, c \in \omega, a \neq b \neq c \neq a$, the ratio $\tilde{F}_{p}(b ; \mathbf{r}) /\left.\tilde{F}_{p}(c ; \mathbf{r})\right|_{a}=\left\{\tilde{F}_{p}(b ; \mathbf{r}) / \tilde{F}_{n}(a ; \mathbf{r})\right\} \cdot\left\{\tilde{F}_{n}(a ; \mathbf{r}) / \widetilde{F}_{p}(c ; \mathbf{r})\right\}$ does not depend on $a$. In fact using Eqs. (3.3), (B1a), we get

$$
\begin{aligned}
& \tilde{F}_{p}(b ; \mathbf{r}) /\left.\tilde{F}_{p}(c ; \mathbf{r})\right|_{a} \\
&= \exp \left\{i \pi\left[3 r_{a}+3 r_{c}+\delta_{a \in \sigma^{0}}\left(\delta_{b \in \sigma}+\delta_{c \in \sigma}\right)\right]\right\} \\
& \times \exp \left\{i \pi\left[\vartheta(\{a, b, c\} ; \mathbf{r})+\alpha_{\omega-\{a, b, c\}}(\mathbf{r})\right\} \prod_{b \in X \subset \omega-c} \tilde{\Gamma}\left(\alpha_{\mathrm{x}}(\mathrm{r})\right) .\right.
\end{aligned}
$$

We notice that $\vartheta(\{a, b, c\})=\delta_{b \in \sigma} \delta_{c \in \sigma}+\delta_{a \in \sigma}\left(\delta_{b \in \sigma} \delta_{c \in \sigma}\right.$
$\left.+\delta_{b \in \sigma^{\circ}} \delta_{c \in \sigma}\right), \bmod 2$, so that $\delta_{a \in \sigma^{\prime}}\left(\delta_{b \in \sigma}+\delta_{c \in \sigma^{\prime}}\right)+\vartheta(\{a, b, c)\}$ $=1+\delta_{b \in \sigma^{\prime}} \delta_{c \in \sigma^{\prime}}, \bmod 2$. Therefore,
$\frac{\widetilde{F}_{p}(b ; \mathbf{r})}{\widetilde{F}_{p}(c ; r)}=\exp \left\{i \pi\left(3 r_{b}-\frac{1}{2}+\delta_{b \in \sigma^{*}} \delta_{c \in \sigma}\right)\right\} \quad \prod_{b \in X \subset \omega-c} \tilde{\Gamma}\left(\alpha_{X}(r)\right)$.

Similarly, we obtain
$\frac{\tilde{F}_{n}(b ; \mathbf{r})}{\tilde{F}_{n}(c ; \mathbf{r})}=\exp \left\{i \pi\left(3 r_{b}+\frac{1}{2}+\delta_{b \in \sigma} \delta_{c \in \sigma}\right)\right\} \quad \prod_{c \in X \subset \omega-b} \tilde{\Gamma}\left(\alpha_{x}(r)\right)$
B3. Finally, we show that $\forall b, c \in \omega, \quad b \neq c,\left\{\tilde{F}_{n}(c ; \mathbf{r}) /\right.$ $\left.\tilde{F}_{p}(b ; \mathbf{r})\right\} \cdot\left\{\tilde{F}_{p}(b ; \mathbf{r}) / \tilde{F}_{p}(c ; \mathbf{r})\right\}$ is independent of $b$. In fact, by means of Eqs. (B1c), (B2a), (3.5c), this expression takes the form
$\exp \left\{i \pi\left[\left(3 r_{b}-\frac{1}{2}+\delta_{b \in \sigma^{\prime}} \delta_{c \in \sigma^{\sigma}}\right)+\left(3 r_{b}-\frac{1}{2}+\delta_{b \in \sigma^{*}} \delta_{c \in \sigma^{\sigma}}\right)\right]\right\} Q_{D}(c ; r) ;$
therefore
$\frac{\tilde{F}_{n}(c ; r)}{\widetilde{F}_{p}(c ; r)}=\exp \left(i \pi \delta_{o \in \sigma^{\prime}}\right) Q_{p}(c ; r)$,
and, similarly

$$
\begin{equation*}
\frac{\tilde{F}_{p}(c ; r)}{\widetilde{F}_{n}(c ; r)}=\exp \left(i \pi \delta_{c \in \sigma}\right) Q_{n}(c ; \mathbf{r}) . \tag{B3b}
\end{equation*}
$$

## APPENDIX C: SYMMETRIES OF THE SU(1,1) 3i COEFFICIENT WITH DISCRETE UNITARY REPRESENTATIONS

To catalog the symmetries of the $\operatorname{SU}(1,1) 3 j$-coefficient with unitary discrete representations, it is convenient to use the cycle notation to represent permutations of point-vectors $\mathbf{r}, \mathbf{r}^{(1)}$, etc. in $R$; for instance, the operators $P_{12}^{ \pm}= \pm(052)(34) \in G(3 j)$ send $\mathbf{r}^{(1)} \in R$ into $\mathrm{r}_{ \pm}^{(2)} \in R$, where $\left(r_{0}^{(2)}\right)_{ \pm}= \pm r_{5}^{(1)},\left(r_{1}^{(2)}\right)_{ \pm}= \pm r_{1}^{(1)},\left(r_{2}^{(2)}\right)_{ \pm}= \pm r_{0}^{(1)}$, $\left(r_{3}^{(2)}\right)_{ \pm}= \pm r_{4}^{(1)},\left(r_{4}^{(2)}\right)_{ \pm}= \pm r_{3}^{(1)},\left(r_{5}^{(2)}\right)_{ \pm}= \pm r_{2}^{(1)}$.

We define the $S U(1,1) 3 j$-coefficient as follows:

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{C1}\\
\mu_{1} & \mu_{2} & \mu_{3}
\end{array}\right)_{S U(1,1)}=i \Phi(\mathbf{r}), \quad \forall \mathbf{r} \in R(S U(1,1)) .
$$

Recalling $3.15,4.2$, we obtain the phase relative to the corresponding Clebsch-Gordan coefficients of Ref. 2:

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{C2}\\
\mu_{1} & \mu_{2} & \mu_{3}
\end{array}\right)_{s U(1,1)}=\exp (i \pi \rho) \frac{C_{\mu_{1}}^{j_{1}} \begin{array}{l}
j_{2} j_{2} j_{3} \\
\mu_{2}-\mu_{3}
\end{array}}{\sqrt{-2 j_{3}-1}},
$$

where

$$
\begin{equation*}
\rho=j_{3}+\mu_{1}-\mu_{2} \quad \text { if } \mathbf{r} \in \hat{R}_{012} \cup \hat{R}_{023}, \tag{C3}
\end{equation*}
$$



FIG. 4. Usual (non-Regge) symmetries of the $3 j$ of $S U(1,1)$.

$$
\rho=j_{1}-j_{2}-\mu_{3} \quad \text { if } r \in \hat{R}_{234} \cup \hat{R}_{245} \cup \hat{R}_{045} \cup \hat{R}_{014}
$$

We like definition (C1) because the usual (non-Regge) symmetries of the $S U(2) 3 j$-coefficient hold also in phase in the $S U(1,1)$ case.

In fact, these symmetries read

$$
\begin{aligned}
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
\mu_{1} & \mu_{2} & \mu_{3}
\end{array}\right)_{s U(1,1)} & =(-1)^{J}\left(\begin{array}{lll}
j_{i 1} & j_{i 2} & j_{i 3} \\
\mu_{i 1} & \mu_{i 2} & \mu_{i 3}
\end{array}\right)_{s U(1,1)} \\
& =(-1)^{j_{1}+j_{2}+3}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
-\mu_{1} & -\mu_{2} & -\mu_{3}
\end{array}\right)_{s v(1,1)}
\end{aligned}
$$

where $J=0, J=j_{1}+j_{2}+j_{3}$ if $\left(i_{1}, i_{2}, i_{3}\right)$ is an even, respectively odd, permutation of (1,2,3); from Eq. (2.1) it is clear that the even permutations of $j$ 's are realized by $(024)(135),(420)(531)$, while the odd ones are realized by $-(45)(12)(03),-(01)(25)(34),-(23)(14)(05)$ and the sign inversion of $\mu$ 's by $-(01)(23)(45)$. All these operators are in $G(3 j)$ and send any $r^{(1)} \in R(S U(1,1))$; into some $r^{(2)} \in R(S U(1,1))$ the phases are easily checked by means of $4.2,4.7$. It is worth analyzing into which region $\hat{R}_{\sigma_{2}}$ is sent a point $\mathbf{r}^{(1)} \in \hat{R}_{\sigma_{1}}$ by these operators. All cases are summarized directed toward vertex $\sigma_{2}$ if, $\boldsymbol{\forall} \mathbf{r}^{(1)} \in \hat{R}_{\sigma_{1}}: \mathbf{r}^{(2)}=P_{12} \mathbf{r}^{(1)}$ $\in \hat{R}_{\sigma_{2}}$; the edge is obviously labelled $P_{12}$. Notice that, for each $\hat{R}_{q}$, there is a particular $P_{12}^{-}$such that $r^{(2)}$ $=P_{12}^{-} \mathbf{r}^{(1)} \in \hat{R}_{g}$ if $\mathbf{r}^{(1)} \in \hat{R}_{g} ;$ for instance, $P_{12}^{-}=-(23)(05)(14)$ if $\sigma=\{0,1,2\}$.

From 4.9 we know that the symmetries (C4) do not exhaust all the invariance properties of the $S U(1,1) 3 j$ m coefficient. To complete the analysis, we may search, for any given $\hat{R}_{0}$, all those elements $P_{12}$ of $G(3 j)$ such that, if $r^{(1)} \in \hat{R}_{\sigma}$, then $r^{(2)}=P_{12} r^{(1)} \in \hat{R}_{\sigma}$. To this end we notice that, setting $\left\{a_{0}, a_{2}, a_{4}\right\} \equiv\{0,2,4\}, a_{i}=a_{i-1}+1$, $i \in\{1,3,5\}$, the regions $\hat{R}_{\sigma}$ 's are of the type $\hat{R}_{a_{0}, a_{2}, a_{1}}$.

If $\mathbf{r} \in R_{a_{0}, a_{2}, a_{1}}$, according to 2.4, the following pattern $P$ of inequalities holds:

$$
\begin{array}{lll}
r_{a_{0}}-r_{a_{4}}>0, & r_{a_{2}}-r_{a_{4}}>0, & r_{a_{1}}-r_{a_{4}}>0  \tag{C5}\\
r_{a_{0}}-r_{a_{3}}>0, & r_{a_{2}}-r_{a_{3}}>0, & r_{a_{1}}-r_{a_{3}}>0 \\
r_{a_{0}}-r_{a_{5}}>0, & r_{a_{2}}-r_{a_{5}}>0, & r_{a_{1}}-r_{a_{5}}>0
\end{array}
$$

and if $r$ is further restricted to $\hat{R}_{a_{0}, a_{2}, a_{1}}$, we also have

$$
\begin{align*}
& r_{a_{0}}-r_{a_{1}} \geqslant-1  \tag{C6}\\
& r_{a_{4}}-r_{a_{5}} \geqslant-1 \tag{C7}
\end{align*}
$$

Clearly the 72 elements of $G(3 j)$ which send $r^{(1)} \in \hat{R}_{a_{0}, a_{2}, a_{1}}$ into $\mathbf{r}^{(2)} \in \hat{R}_{a_{0}, a_{2}} a_{1}$ permute rows, columns, and rows with columns of $p$; however, only part of them yield $r^{(2)}$ which fulfills (C6), (C7) as well. In fact, if $r^{(2)}$
$=\left(a_{0} a_{1}\right) r^{(1)}$, then $r_{a_{0}}^{(2)}-r_{a_{1}}^{(2)}=r_{a_{1}}^{(1)}-r_{a_{0}}^{(1)} \leqslant 1$, so that (C6)
is satisfied only in the particular cases $r_{a_{0}}^{(1)}-r_{a_{1}}^{(1)}= \pm 1,0$; similarly, the permutation $\left(a_{4} a_{5}\right)$ leads to $\mathbf{r}^{(2)}$
$\in \hat{R}_{a_{0}, a_{2}, a_{1}}$ only if $r_{a_{5}}^{(1)}-r_{a_{4}}^{(1)}= \pm 1,0$.
For the time being, let us restrict ourselves to considering $r^{(1)}$ satisfying (C5) and

$$
\begin{align*}
& r_{a_{0}}-r_{a_{1}} \geqslant 0 \\
& r_{a_{4}}-r_{a_{5}} \geqslant 0
\end{align*}
$$

so that $\left(\mathrm{C} 6^{\prime}\right)$ in general is violated by $\mathbf{r}^{(2)}=\left(a_{0} a_{1}\right) \mathbf{r}^{(1)}$, and $\left(\mathrm{C} 7^{\prime}\right)$ by $\mathrm{r}^{(2)}=\left(a_{4} a_{5}\right) r^{(1)}$. We notice that $r^{(2)}=\left(a_{0} a_{2}\right) r^{(1)}$ satisfies (C6') if $r_{a_{0}}^{(2)}-r_{a_{1}}^{(2)}=r_{a_{2}}^{(1)}-r_{a_{1}}^{(1)} \geqslant 0$, while the analogous conditions for the operators $\left(a_{1} a_{2}\right),\left(a_{0} a_{1} a_{2}\right)$, $\left(a_{0} a_{2} a_{1}\right)$, are, respectively

$$
r_{a_{0}}^{(1)}-r_{a_{2}}^{(1)} \geqslant 0, \quad r_{a_{1}}^{(1)}-r_{a_{2}}^{(1)} \geqslant 0, \quad r_{a_{2}}^{(1)}-r_{a_{0}}^{(1)} \geqslant 0
$$

Similar conditions are obtained for the permutations
$\left(a_{3} a_{4}\right), \quad\left(a_{3} a_{5}\right), \quad\left(a_{3} a_{5} a_{4}\right),\left(a_{3} a_{4} a_{5}\right)$; they read, respectively

$$
\begin{aligned}
& r_{a_{3}}^{(1)}-r_{a_{5}}^{(1)} \geqslant 0, \quad r_{a_{4}}^{(1)}-r_{a_{3}}^{(1)} \geqslant 0, \quad r_{a_{3}}^{(1)}-r_{a_{4}}^{(1)} \geqslant 0, \\
& r_{a_{5}}^{(1)}-r_{a_{3}}^{(1)} \geqslant 0 .
\end{aligned}
$$



A)

B)


FIG. 5. Subregions $R_{\eta}, R^{n}$ of $\hat{R}_{a_{0}, a_{1}, a_{2}}$ and action of elements of
$p_{n}, p^{n}, \eta=1,2,3$.

Therefore, let us call $R_{\eta}, R^{\eta}, \eta=1,2,3$, the subregions of $\hat{R}_{a_{0}, a_{2}, a_{1}}$ where (C6'), (C7') are satisfied in addition to the inequalities (Fig. 5):

$$
\begin{align*}
& R_{1}: r_{a_{0}}-r_{a_{2}} \geqslant 0, \quad r_{a_{2}}-r_{a_{1}} \geqslant 0 ; \\
& R_{2}: r_{a_{0}}-r_{a_{2}} \leqslant 0 ;  \tag{C8a}\\
& R_{3}: r_{a_{2}}-r_{a_{1}} \leqslant 0 ; \\
& R^{1}: r_{a_{4}}-r_{a_{3}} \geqslant 0, \quad r_{a_{3}}-r_{a_{5}} \geqslant 0 ; \\
& R^{2}: r_{a_{4}}-r_{a_{3}} \leqslant 0 ;  \tag{C8b}\\
& R^{3}: r_{a_{3}}-r_{a_{5}} \leqslant 0 .
\end{align*}
$$

Then we call $p_{\pi}, p^{\eta}$ the sets of those permutations over $\left(r_{a_{0}}^{(1)}, r_{a_{2}}^{(1)}, r_{a_{1}}^{(1)}\right)$, respectively $\left(r_{a_{3}}^{(1)}, r_{a_{5}}^{(1)}, r_{a_{4}^{(1)}}^{(1)}\right.$, which send $\mathbf{r}^{(1)} \in R_{\eta}$, respectively $\mathbf{r}^{(1)} \in R^{\eta}, \eta=1,2,3$, into $r^{(2)}$
which satisfies (C5), ( $\mathrm{C}^{\prime}$ ), ( $\mathrm{C}^{\prime}$ ). It is easily checked that

$$
\begin{align*}
& p_{1}=\left\{\mathbb{1},\left(a_{0} a_{2}\right),\left(a_{1} a_{2}\right)\right\}, \\
& p_{2}=\left\{\mathbb{1},\left(a_{0} a_{2}\right),\left(a_{0} a_{2} a_{1}\right)\right\},  \tag{C9a}\\
& p_{3}=\left\{\mathbb{1},\left(a_{1} a_{2}\right),\left(a_{0} a_{1} a_{2}\right)\right\}, \\
& p^{1}=\left\{\mathbb{1},\left(a_{3} a_{4}\right),\left(a_{3} a_{5}\right)\right\}, \\
& p^{2}=\left\{\mathbb{1},\left(a_{3} a_{4}\right),\left(a_{3} a_{5} a_{4}\right)\right\},  \tag{C9b}\\
& p^{3}=\left\{\mathbb{1},\left(a_{3} a_{5}\right),\left(a_{3} a_{4} a_{5}\right)\right\},
\end{align*}
$$

where $\mathbb{1}$ denotes the identical operator. Notice that the elements of $p_{n_{1}}$ commute with those of $p^{n_{2}}$, so that in $p_{n_{1}} \otimes p^{n_{2}}$ there are 9 distinct elements and each of them maps any $\mathbf{r}^{(1)} \in R_{\pi_{1}} \cap R^{\eta_{2}}$ into distinct $\mathbf{r}^{(2)} \in \hat{R}_{a_{0}, a_{2}, a_{1}}$. From Fig. 4 we realize that, if $\mathbf{r}^{(1)} \in \hat{R}_{a_{0}, a_{2}, a_{1}}$, then

$$
\mathbf{r}^{(2)}=-\left(a_{2} a_{3}\right)\left(a_{0} a_{5}\right)\left(a_{1} a_{4}\right) \mathbf{r}^{(1)} \in R_{a_{0}, a_{2}, a_{1}}
$$

the 18 operators which map $r^{(1)} \in R_{\eta_{1}} \cap R^{\eta_{2}}$ into 18 different points of $\hat{R}_{a_{0}, a_{2}, a_{1}}\left(\mathbf{r}^{(1)}\right.$ included) are

$$
\begin{equation*}
\left\{\underline{1},-\left(a_{2} a_{3}\right)\left(a_{0} a_{5}\right)\left(a_{1} a_{4}\right)\right\} \otimes p_{\eta_{1}} \otimes p^{n_{2}}, \quad \eta_{1} \eta_{2}=1,2,3 \tag{C10}
\end{equation*}
$$

We shall not write these symmetries explicitly in terms of $j$ 's, $\mu$ 's, because for this purpose we should consider separately each one of the nine subregions of $\hat{R}_{a_{0}, a_{2}, a_{1}}$; for the same reason we shall not writte the corresponding phases, which-at any rate-can be easily computed by means of 4.2, 4. 7.

Finally, we comment briefly on the case in which $r^{(1)}$ satisfies (C6), (C7); this implies the possibilities
$r_{a_{0}}-r_{a_{1}}= \pm 1,0$, and $r_{a_{4}}-\gamma_{a_{5}}= \pm 1,0$, so that the operators $\left(a_{0} a_{1}\right),\left(a_{4} a_{5}\right)$ may become acceptable symmetries and consequently may modify the picture we have just drawn. ${ }^{21}$ However, this remark applies only to a very particular class of $3 j$-coefficients which lay on the boundary of $R(S U(1,1))$ and involve the lowest representations; for this reason we feel justified in skipping the corresponding details.
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#### Abstract

Stationary, axisymmetric, asymptotically flat space-times with a black hole surrounded by matter rings, disks, or shells are considered. A certain set of invariant functions, called local invariants, is defined which contains full information about the metric and electromagnetic field in a small electrovacuum neighborhood of the horizon. The local invariants are shown to satisfy an inequality, which is a generalization of the well-known Kerr-Newman inequality $m^{2}>a^{2}+e^{2}$, and which places an upper bound on the gravimagnetic, electric, and magnetic field strengths as measured at the surface of the black hole, independently of whether the fields are produced by the black hole itself or originate in outside sources.


## 1. INTRODUCTION

An excellent tool to study the properties of black holes-at least theoretically-is the simple model of an equilibrium system consisting of a black hole surrounded by some matter configuration and otherwise perfectly isolated from any other influence. The corresponding space-time is, therefore, stationary, axisymmetric, and asymptotically flat. For example, by using this model, Bardeen, Carter, and Hawking were able to extract an important equation governing the energy balance of a black hole. ${ }^{1}$ Among other factors the striking resemblance of this equation to the second law of thermodynamics has led to very interesting speculations. ${ }^{2,3}$

On the other hand, the full content of the equilibrium model does not seem to be exhausted. It still offers many problems which are of importance for black hole physics though not directly related to such fascinating fields as "black hole thermodynamics" or even "black hole quantum mechanics." With this in mind, the model was more thoroughly studied in, ${ }^{4}$ in particular concerning the structure of the horizon. A promising set of invariant functions, called "local invariants," from which the metric and the electromagnetic field in a small electrovacuum neighbourhood of the horizon can in principle be reconstructed, has been found. We hope to gain new insights into black hole physics by studing properties of these invariants. Some support for these hopes was made in Ref. 5, where simple and symmetric relations have been written between the local invariants and the black hole degrees of freedom (surface area, angular momentum, and charges).

In the present paper, we develop the idea a step further. In Sec. 2, a concise definition of the local invariants is given together with a review of their properties to the extent necessary to understand the new results. These consist in part of a great number of small improvements, interrelations and interpretations and, in part, of an interesting inequality which must be obeyed by the local invariants. The discussion of some implications of the inequality closes the section. All more difficult proofs of the new statements are then presented in Sec. 3.

We use the dimension and sign conventions following Newman and Penrose, ${ }^{6}$ because many spin coefficient equations are used. Thus, the dielectric constant $\epsilon_{0}$ of vacuum, the light velocity $c$ in vacuum, and the gravitation constant $G$ all equal to 1 . The signature of the
space-time metric is - 2 and the definitions of the curvature and Ricci tensors are

$$
\begin{aligned}
& V_{i ; j k}-V_{i ; k j}=V_{l} R_{i j k}^{l}, \\
& R_{i j}=R_{i j l}^{l},
\end{aligned}
$$

the semicolon denoting the space-time covariant derivative.

## 2. LOCAL INVARIANTS

In Ref. 7, the structure of all null hypersurfaces whose generators (= rays) have zero convergence and shear

$$
\begin{equation*}
\rho=\sigma=\mathbf{0} \tag{1}
\end{equation*}
$$

and which possess compact two-dimensional spacelike sections has been investigated. All Killing horizons representing black holes ${ }^{8}$ have these properties, but, e. g., the null hyperplanes in Minkowski space-time are excluded, because none of their sections is compact. We call such hypersurfaces "perfect horizons."

Choosing a pseudo-orthonormal tetrad $l^{i}, n^{i}, m^{i}, \bar{m}^{i}$ in a neighbourhood of a perfect horizon $H$ such that $l^{i}$ and $m^{i}$ are tangential to $H$ and parallelly propagated along the rays of $H$, we can write at $H$

$$
\begin{align*}
& l_{; j}^{i} l^{j}=m^{i} ; l^{j}=0, \\
& l^{i} ; m^{j}=(\bar{\alpha}+\beta) l^{i},  \tag{2}\\
& m_{; j}^{i} m^{j}=\bar{\lambda} l^{i}-(\bar{\alpha}-\beta) m^{i}, \\
& \bar{m}_{; j}^{i} m^{j}=\mu l^{i}+(\bar{\alpha}-\beta) \bar{m}^{i} .
\end{align*}
$$

Here, we use the spin coefficients $\rho, \sigma, \alpha, \beta, \lambda, \mu$ as introduced in Ref. 6 and the relations (1). The following definition shortens many equations

$$
\Omega=\bar{\alpha}+\beta, \quad \Gamma=\bar{\alpha}-\beta
$$

The relations (2) imply that the vector $a^{i} ; b^{j}$ is tangential to $H$, if $a^{i}$ and $b^{i}$ are tangential to $H$, because all such vector fields are combinations of just $l^{i}, m^{i}$, and $\bar{m}^{i}$. Thus, (2) defines an intrinsic affine connection on $H$. In addition, the well-known degenerate metric on $H$ is defined by

$$
\begin{align*}
& \left(l^{i}, m^{i}\right)=\left(l^{i}, l^{i}\right)=\left(m^{i}, m^{i}\right)=0  \tag{3}\\
& \left(m^{i}, m^{i}\right)=-1 .
\end{align*}
$$

Considering $H$ as a three-dimensional manifold with regular affine connection (2) and degenerate metric (3), we can answer many questions by working within $H$ and
forgetting about the outside space-time $M$. In such a way, a simple classification of perfect horizons according to their symmetry has been worked out in Ref. 7.

We restrict our attention to axisymmetric perfect horizons whose spacelike sections have spherical topology. Then, the set of invariants ${ }^{10}$

$$
\begin{equation*}
R, A(\vartheta), B(\vartheta), E(\vartheta), H(\vartheta), \quad 0 \leqslant \vartheta \leqslant \pi \text {, } \tag{4a}
\end{equation*}
$$

can be defined as follows (cf. Ref. 4). Let $S$ be a compact intersection of $H$ with an axisymmetric spacelike hypersurface $\Sigma$ in $M$. Then, $S$ is topologically a sphere and the induced metric on $S$ can be written as

$$
\begin{equation*}
d s^{2}=-R^{2}\left(d \vartheta^{2}+A^{2}(\vartheta) d \varphi^{2}\right) \tag{5}
\end{equation*}
$$

with unique $R>0$, and $A(\vartheta) \geqslant 0$ given up to the transformation

$$
\begin{equation*}
\vartheta \rightarrow \pi-\vartheta \tag{6}
\end{equation*}
$$

reversing the poles $\vartheta=0$ (north) and $\vartheta=\pi$ (south). $\varphi$ corresponds to the parameter of the SO(2)-group with the period $2 \pi$, and the direction of its increase can be fixed by a convention-say, from the west to the east. $R$ can be called the "radius" and $A(\vartheta)$ the "shape function" of $H$.

The axisymmetry Killing field $\xi^{i}$ corresponding to $\varphi$ is, therefore, uniquely determined up to its sign, which changes under (6). Let $l^{\prime}$, now, denote an arbitrary vector field tangential to the rays. It is fixed up to a scaling

$$
\begin{equation*}
l^{i} \rightarrow \eta l^{i} \tag{7}
\end{equation*}
$$

where $\eta$ is any function on $H$. It follows that $B(\vartheta)$ defined by the equation

$$
\begin{equation*}
\xi_{; j}^{i} l^{\prime j}=B(\vartheta) l^{l^{i}} \tag{8}
\end{equation*}
$$

(proved in Sec. 3) is an invariant with one exception. Under (6), $B$ transforms as

$$
B(\vartheta) \rightarrow-B(\pi-\vartheta) .
$$

It is also shown in Sec. 3, that the following equation holds

$$
\begin{equation*}
l_{i j}^{\prime i} \xi^{j}=B(\vartheta) l^{\prime i}, \tag{9}
\end{equation*}
$$

if we restrict $l^{\prime i}$ to be axially symmetric, and that $B=0$, if the outside space-time $M$ is static. Let us call $B(v)$ "gravimagnetic field."

Finally, let $n_{t}^{i}$ be the unit future directed normal vector to $\Sigma$ and $n_{r}^{i}$ the unit outwards pointing normal vector to $S$ tangential to $\Sigma$. Then, $E(\vartheta)$ is the component of the electric field and $H(\vartheta)$ that of the magnetic field in the direction of $n_{r}^{i}$ as measured by an observer with the 4velocity $n_{t}^{i}$ at any point of $S$ with the coordinate $\vartheta . E(\vartheta)$ and $H(\vartheta)$ do not depend on the choice of $\Sigma$. We have, namely,

$$
\begin{equation*}
\Phi_{1}=\frac{1}{2}(E-i H) \tag{10}
\end{equation*}
$$

where

$$
\Phi_{1}=\frac{1}{2} F_{i j}\left(l^{i} n^{j}+\bar{m}^{i} m^{j}\right)
$$

is a component of the Maxwell spinor $\Phi$ as defined in Ref. 6. $\Phi_{1}$ is invariant against boosts in the plane de-
fined by $l^{i}$ and $n^{i}$, rotations in the orthogonal plane as well as null rotations about $l^{i}$ [because $\Phi_{0}=0$, see Ref. 7; and ( $\Phi_{1}$ ), $i^{i}=0$, see Ref. 7]. $l^{i}$ and $n^{i}$ can be chosen as

$$
l^{i}=(1 / \sqrt{2})\left(n_{t}^{i}+n_{r}^{i}\right), \quad n^{i}=(1 / \sqrt{2})\left(n_{t}^{i}-n_{r}^{i}\right),
$$

which implies (10) and the required invariance. $E(v)$ and $H(\vartheta)$ transform under (6):

$$
E(\vartheta) \rightarrow E(\pi-\vartheta), \quad H(\vartheta) \rightarrow H(\pi-\vartheta) .
$$

The functions $A(\vartheta), B(\vartheta), E(\vartheta)$, and $H(\vartheta)$ must satisfy the obvious regularity and smoothness conditions:

$$
\begin{array}{ll}
\vartheta=0: & A=0, \quad A^{\prime}=1, \quad A^{-1} A^{\prime \prime}, A^{-1} B \text { regular; } \\
0<\vartheta<\pi: & A>0,  \tag{4b}\\
\vartheta=\pi: & A=0, \quad A^{\prime}=-1, A^{-1} A^{\prime \prime}, A^{-1} B \text { regular } .
\end{array}
$$

The invariants (4) are well defined for all axisymmetric perfect horizons. Their role is particularly interesting, if the horizon admits an additional sym-metry-the collineation group $C$. This is the case for any of the following symmetry types: $S O(3) \times C$, $S O(3)$ $\times C T, S O(2) \times C, S O(2) \times C T$ (Ref. 11)-which were all called $A C$-horizons in Ref. 4. For example, the KerrNewman horizon with $m^{2}>a^{2}+e^{2}$ belongs to this class, and the horizon of any generic black hole in equilibrium with surrounding matter is generally considered as necessarily being of this $A C$ type. ${ }^{1}$ But it is important to keep in mind that all results given from now on apply only to axisymmetric stationary space-times with bifurcate Killing horizon. Nonaxisymmetric static space-times with bifurcate horizon or axisymmetric stationary space-times with horizon of the symmetry type $S O(3) \times T, S O(2) \times T^{7}$ (such as extreme KerrNewman) need essentially different sets of invariants to describe their structure, ${ }^{4}$ even if the extreme types seem to be limit cases of the $A C$ types.

Two facts have essentially been shown for the $A C$ horizons in Ref. 4.

Lemma 1: Let $M$ be an axisymmetric stationary space-time which contains an $A C$-horizon $H^{+}$as a Killing horizon and which satisfies Einstein-Maxwell electrovacuum equations in a neighbourhood of $H^{+}$. Then, there is another $A C$-horizon $H^{-}$in $M$, intersecting $H^{+}$in a compact spacelike surface $S$. If the pole convention for $H^{+}$and $H^{-}$coincides at $S$, then the corresponding invariants (4) satisfy

$$
\begin{aligned}
& R^{+}=R^{-}, \quad A^{+}(\vartheta)=A^{-}(\vartheta), \quad B^{+}(\vartheta)=-B^{-}(\vartheta), \\
& E^{+}(\vartheta)=E^{-}(\vartheta), H^{+}(\vartheta)=H^{-}(\vartheta),
\end{aligned}
$$

and $H^{+} \cup H^{-}$is a bifurcate Killing horizon symmetric under the ( $\varphi, t$ ) - transform. ${ }^{12}$

Lemma 2: Let the conditions of Lemma 1 be satisfied. Then, the characteristic initial data for EinsteinMaxwell electrovacuum equations satisfying the corresponding constraints along the two intersecting null hypersurfaces $H^{+}$and $H^{-}$(this all abbreviated by CID) determines uniquely a value of the invariants (4), and any $C^{3}$-value of the invariant (4) determines a unique CID.

From these two Lemmas, and from the well-known uniqueness theorem for the space-time development of
a given CID, ${ }^{13}$ we infer that a value of the set (4) contains complete information about the metric tensor $g_{i j}$ and the electromagnetic tensor $F_{i j}$ in an electrovacuum neighbourhood of the corresponding horizon. We call, therefore, the quantities (4) "local invariants" (to distinguish them from other quantities in black hole physics such as the electric potential difference between the black hole surface and infinity, ${ }^{14}$ rotation of the black hole with respect to infinity, ${ }^{1}$ surface gravity, ${ }^{1}$ and other possible potential-difference-like properties, which need not be determined completely by the local space-time structure at the surface of the hole). We have shown

Theorem 1: The most general stationary axisymmetric solution of Einstein-Maxwell electrovacuum equations that contains a regular bifurcate Killing horizon depends on arbitrary parameters and functions which can be chosen as in (4). ${ }^{15}$

An interesting problem is the following. It is a wellknown fact that there are Killing horizons which cannot form an absolute event horizon ${ }^{16}$ in any space-time. For example, the Killing horizon in the Ehlers-Kundt $C$-metric space-time, ${ }^{17}$ or the inner horizons in the Kerr-Newman space-times with $m^{2}>a^{2}+e^{2}$ (Ref. 18) (they all violate the condition that there should not be trapped surfaces outside of them ${ }^{16}$ ). Can one distinguish the Killing horizons which may be absolute event horizons from those which may not just by looking at the values of their local invariants? A partial answer is given by the following:

Theorem 2: A necessary condition for a Killing horizon $H$ of $A C$ type to form an absolute event horizon in an axisymmetric stationary space-time is that the corresponding local invariants (4) satisfy

$$
\begin{equation*}
\int_{0}^{\pi}\left(\frac{B^{2}}{A^{2}}+R^{2} E^{2}+R^{2} H^{2}\right) A d \vartheta<2 \tag{11}
\end{equation*}
$$

The proof is given in Sec. 3. In order to see implications of Theorem 2, recall the following properties of the local invariants (shown essentially in Ref. 5):

Theorem 3: Let the value (4) of the local invariants correspond to the horizon $H$ of a black hole in an axisymmetric stationary space-time $M$ which is electrovacuum in a neighbourhood of $H$. Let $A, J, Q_{e}$, and $Q_{h}$ be the net surface area, net angular momentum, net electric, and magnetic charge of the black hole as defined in Refs. 1 and 14. Then

$$
\begin{align*}
& A=\int_{s} \sqrt{g} d \vartheta d \varphi  \tag{12}\\
& Y=-\frac{1}{8 \pi} \int_{S} B(\vartheta) \sqrt{g} d \vartheta d \varphi  \tag{13}\\
& Q_{e}=\frac{1}{4 \pi} \int_{S} E(\vartheta) \sqrt{g} d \vartheta d \varphi  \tag{14}\\
& Q_{h}=-\frac{1}{4 \pi} \int_{S} H(\vartheta) \sqrt{g} d \vartheta d \varphi \tag{15}
\end{align*}
$$

where $S$ is any compact spacelike section of $H$ and $g$ is the determinant of the metric (5) on $S$,

$$
\begin{equation*}
\sqrt{g}=R^{2} A(\mathfrak{v}) \tag{16}
\end{equation*}
$$

Wheeler's well-known magic formula "black holes
have no hair' could, now, take on the following form:
Conjecture: Any equilibrium state of the system consisting of a black hole surrounded by matter and charge configurations is fixed, if one prescribes the values of $A, J, Q_{e}$, and $Q_{h}$ of the black hole, and specifies the mass and charge currents of the matter configuration.

In Ref. 5, this conjecture is illustrated and made plausible in the neighbourhood of the Schwarzschild solution by considering small axisymmetric, stationary gravitational and electromagnetic perturbations of the background containing a thin charged spherical matter shell (see, e.g., Ref. 19). In particular, the fields of outside sources can deform the black hole surface and change $R$ and $A(\vartheta)$ (see, also Ref. .20), produce a nonvanishing gravimagnetic field $B$ preserving $Y=0$ (because the space-time in which a rotating matter ring is present cannot be static even if the black hole in the middle does not rotate), and the radial component of the electric and the magnetic field originating in the charge and current of the shell can be nonzero at the horizon without contributing to the integrals (14) and (15).

Now, we can discuss the meaning of (11). It is clearly a generalization and sharpening of the well-known inequality

$$
\begin{equation*}
m^{2}>a^{2}+e^{2}+h^{2} \tag{17}
\end{equation*}
$$

holding for the bifurcate horizon in the Kerr-Newman space-time with the total mass $m$, angular momentum $a m$, electric charge $e$, and magnetic charge $h$. The main similarities and differences between (11) and (17) can be summarized as follows:
(a) On setting the Kerr-Newman values of the local invariants into (11), we obtain not only (17), but also the condition

$$
r_{H}=m+\left(m^{2}-a^{2}-e^{2}-h^{2}\right)^{1 / 2}
$$

Thus, (11) is stronger than (17), excluding the inner horizon. Indeed, all known Killing horizons which cannot play the role of absolute event horizon ( $C$-metric horizon, Kerr-Newman inner horizons, Robinson-Bertotti horizon as well as other $C T$-horizons ${ }^{4,5}$ ) are excluded by (11), as one can immediately verify.
(b) Just as the inequality (17) does, (11) places limitations on the active degrees of freedom of a black hole, if its irreducible mass is fixed (angular momentum and charges are "active," because their presence allows the extraction of energy from the hole). Comparing (11) with (12)-(16) shows indeed that $J, Q_{e}$, and $Q_{h}$ cannot be arbitrarily large for a hole whose $A$ is kept constant.
(c) (11) implies limitations on the gravimagnetic field $B$, the electric field $E$ and the magnetic field $H$ at the surface of a black hole independently of what the source of these fields is. They can originate from the black hole itself as under (b) [which is the only posibility with (17)], but they can have their source outside the hole as well. One integrates squares in (11) so that the fields, which need not contribute to (13), (14), and (15), do contribute to (11), if they are nonzero.

We can speculate about what these limitations on the outside fields actually mean:
(i) Outside fields which were stronger than the allowed upper bound would destroy the black hole, either by removing horizon (in an analogy to the well-known phenomenon observed in the Kerr family-as $a$ grows over $m$, the horizon disappears), or by producing singularities and/or new horizons outside it.
(ii) Outside fields can never be produced and brought down to the surface of a black hole so strong and so directed as to violate (11).

How large is the upper bound? For a spherical "dead" black hole with radius $R$, we have $A=\sin _{\vartheta} \vartheta, J=Q_{e}=Q_{h}$ $=0$. Apply a "homogeneous" electric field $E=E_{0} \cos \vartheta$. (11) takes the form $E_{0}<\sqrt{3} R^{-1}$. Using $1 \mathrm{sec}^{-1}$ $=(2 / \sqrt{3}) \times 10^{14} C G S^{21}$, we obtain

$$
E_{0}<6 \times 10^{24} R^{-1}[C G S] .
$$

Take, for example, $R=2 \mathrm{~km}$, corresponding to a solar mass black hole. The upper bound is, then, $3 \times 10^{19}$ CGS. Thus, if (11) is everything black holes must satisfy, they are robust rather than fragile.

## 3. PROOFS

Equations (8) and (9): The left-hand side of Eq. (8) is a real vector tangential to $H$, hence

$$
\begin{equation*}
\xi_{; j}^{i} l^{j}=B l^{i}+C m^{i}+\bar{C} \bar{m}^{i} \tag{18}
\end{equation*}
$$

where $B$ is a real and $C$ a complex function on $H$. Multiply (18) by a covenient function $\eta$ so that $l^{\prime \prime}=\eta l^{i}$ is axially symmetric, i.e.,

$$
L l^{\prime \prime \boldsymbol{i}}=l^{\prime \prime \boldsymbol{i}} ; \xi^{j}-\xi_{; j}^{i} l^{\prime \prime j}=\mathbf{0}
$$

Hence, the left-hand side of (18) is equal to $l^{\prime \prime \prime}{ }_{; j} \xi^{j}$, and this must be a multiple of $l^{\prime \prime}{ }^{i}$ according to (2). Thus, $C \eta=0$, implying $C=0$, because $\eta \neq 0$. As a by-product, we obtain (9).

It remains to be proved that $B$ depends only on $\vartheta$, or $B_{, i} i^{i}=0$. Observe that $\left(\xi^{i}, \xi^{i}\right)=-R^{2} A^{2}$; we can, therefore, choose $m^{i}$ such that the relation

$$
\xi^{j}=\frac{i}{\sqrt{2}} R A\left(m^{j}-\bar{m}^{j}\right)
$$

holds at $S$; otherwise let $l^{i}$ and $m^{i}$ satisfy (2). Then, it follows from (8) that

$$
\xi^{j}=\frac{i}{\sqrt{2}} R A\left(m^{j}-\bar{m}^{j}\right)+y l^{j}
$$

where $y$ is a function on $H$ determined by $y, i^{i}=B$, $y_{S}=0$. Now, (9) and (2) imply

$$
B=\frac{i}{\sqrt{2}} R A(\bar{\alpha}-\alpha+\beta-\bar{\beta})
$$

On the other hand, the relevant Newman-Penrose equations as given in Ref. 6 and adapted to our tetrad read

$$
\begin{align*}
& \alpha_{, i} i^{i}=2 \Phi_{1} \bar{\Phi}_{0}  \tag{4.2d}\\
& \beta, i^{i}=\Psi_{1}  \tag{4.2e}\\
& 0=2 \Phi_{0} \bar{\Phi}_{0}  \tag{4.2a}\\
& 0=-\Psi_{1}+2 \Phi_{0} \bar{\Phi}_{1} \tag{4.2k}
\end{align*}
$$

where we have used the Einstein's equations in the form

$$
\Phi_{i j}=2 \Phi_{i} \bar{\Phi}_{j}
$$

corresponding to our choice $G=c=1$. The required equation $B_{, i} l^{i}=0$ follows immediately.
$B=0$ in static space-times. Let the spacetime $M$ outside $H$ be static and axisymmetric. Let $\Sigma$ and $S$ be chosen as in Sec. 2. Through any point $p$ of $\Sigma$ outside $S$, there passes a totally geodesic axisymmetric spacelike hypersurface $\Sigma_{p}$ which intersects $\Sigma$ in a topologically spherical surface $S_{p}$. Let $n_{p}^{i}$ be the unit future oriented normal vector field to $\Sigma_{p}$ at $S_{p}$. Clearly

$$
n_{p ; j}^{i} \xi^{j}=0,
$$

because $\xi^{i}$ is tangential to $\Sigma_{p}$. On the other hand, if $p$ approaches a point $p_{0}$ at $S, \Sigma_{p}$ converges to $H$ and the direction of its normal $n_{\rho}^{i}$ must, therefore, approach that of $l^{i}$. Multiplying the vector $n_{p}^{i}$ by an axially symmetric factor $\eta_{p}$ such that

$$
n_{p}^{i} \eta_{p} \rightarrow l^{i}
$$

we have

$$
\left(\eta_{p} n_{p}^{i}\right)_{i j} \xi^{j}=0,
$$

which implies the statement.
Theorem 2: The strategy of the proof will be to find outer trapped surfaces (see Ref. 16, p. 319) outside of $H$ in the cases when (11) is violated, and then to use Proposition 9.2.8 of Ref. 16 which forbids such a situation. The conditions under which the proposition holds are supposed to be satisfied in $M$. This does not mean any essential restriction of generality at least as concerns physically interesting space-times.
$H$ is an event horizon, i.e., the outside of $H$ coincides with its past in $M$. Let us indicate this by the superscript " + " at $H$. As $H^{+}$is a Killing horizon of $A C$ type in $M$, there must be another perfect horizon in $M, H^{-}$, say, whose properties are described by Lemma $1 . H^{-}$is a particle horizon, i.e., its future coincides with its outside in $M$. As $H^{-}$is again of $A C$ type, we can choose the coordinates $\alpha, \vartheta, \varphi$ and the triad $l^{i}, m^{i}$ along $H^{-}$in the canonical way described by Theorem 5 in Ref. 4. Then, using Lemma 1, we express all relevant quantities of $H^{-}$by means of the local invariants $R, A, B, E, H$ of $H^{+}$, e.g.,

$$
\begin{align*}
& l=\frac{\partial}{\partial \alpha}, \quad \mathrm{m}=\frac{1}{\sqrt{2}} \frac{1}{R}\left(\frac{\partial}{\partial \vartheta}+\frac{i}{A} \frac{\partial}{\partial \varphi}-i \alpha \frac{B}{A} \frac{\partial}{\partial \alpha}\right), \\
& \Omega=\frac{i}{\sqrt{2}} \frac{1}{R} \frac{B}{A}, \quad \Gamma=-\frac{1}{\sqrt{2}} \frac{1}{R} \frac{A^{\prime}}{A},  \tag{19}\\
& \Psi_{2}=\frac{1}{2} E^{2}+\frac{1}{2} H^{2}+\frac{1}{2} \frac{1}{R^{2}} \frac{A^{\prime \prime}}{A}+\frac{i}{2} \frac{1}{R^{2}} \frac{B^{\prime}}{A} .
\end{align*}
$$

$\alpha=0$ at the intersection $H^{+} \cap H^{-}$and $\alpha<0$ outside of $H^{+}$.
Let us choose an arbitrary axisymmetric compact spacelike section $S$ of the lower half ( $\alpha<0$ ) of $H^{-}$, propagate it by the $C$-group along $H^{-}$, and compute the convergence of the outgoing null geodesics orthogonal to the resulting family of sections. To this end, we perform the transformation

$$
\begin{equation*}
l_{\mathbf{1}}^{\mathbf{i}}=\alpha l^{i}, \quad m_{1}^{i}=m^{i}+\alpha \Omega l^{i} \tag{20}
\end{equation*}
$$

The new vectors $l_{1}^{i}, m_{1}^{i}$ satisfy

$$
\begin{align*}
& m_{1 ; l}^{i} l_{1}^{j}=\Omega l_{1}^{i}, \quad l_{1}^{i} ; j m_{1}^{j}=\Omega l_{1}^{i}  \tag{21}\\
& \bar{m}_{1 ; j}^{i} m_{1}^{j}=\left(\Psi_{2}+\bar{\Omega}_{\cdot j} m^{j}-\Gamma \bar{\Omega}+\Omega \bar{\Omega}\right) l_{1}^{i}+\Gamma m_{1}^{i}, \tag{22}
\end{align*}
$$

where $\Gamma, \Omega, \Psi_{2}$ and $m^{i}$ are given by (19). The pair of vector fields $m_{1}^{i}, \bar{m}_{1}^{i}$ is (1) surface-tangential, because the imaginary part of the corresponding $\mu$ [the coefficient at $l_{1}^{i}$ on the right of (22)] is zero [see Ref. 6 and Eq. (15) of Ref. 7], (2) C-group-propagated, for (21) implies

$$
\left[m_{\mathbf{1}}^{i}, l_{1}^{i}\right]=0
$$

and $l_{1}^{i}$ is a generator of the $C$-group (cf. Theorem 5 in Ref. 4), and (3) axisymmetric. Any other axially and $C$-symmetric pair $m_{2}^{4}, \bar{m}_{2}^{1}$ is of the form (up to a rotation $\left.m_{2}^{k} \rightarrow \exp (i \psi) m_{2}^{k}\right)$

$$
m_{2}^{i}=m_{1}^{i}+\xi l_{1}^{i},
$$

where $\xi$ is a complex function on the lower half of $H^{-}$ satisfying $\partial \xi / \partial \alpha=\partial \xi / \partial \varphi=0$ everywhere and $\xi=0$ at the pole rays $\vartheta=0, \pi$. The corresponding $\mu$ is given by

$$
\begin{equation*}
\mu=\left(\Psi_{2}+\bar{\Omega}_{, j} m^{j}-\Gamma \bar{\Omega}\right)+\left(\bar{\xi}_{, j} m^{j}-\Gamma \bar{\xi}\right)+(\Omega+\xi)(\bar{\Omega}+\bar{\xi}) . \tag{23}
\end{equation*}
$$

$m_{2}^{i}, \bar{m}_{2}^{i}$ are surface-tangential, iff

$$
\bar{\xi}_{, j} m^{j}-\xi, j \bar{m}^{j}-\Gamma \bar{\xi}+\bar{\Gamma} \xi=0,
$$

and this is equivalent to ${ }^{7}$

$$
\begin{equation*}
\xi=\xi, i m^{i} \tag{24}
\end{equation*}
$$

where $\xi$ is a real function on the lower half of $H^{\circ}$, which must satisfy

$$
\begin{equation*}
\frac{\partial \xi}{\partial \alpha}=\frac{\partial \xi}{\partial \varphi}=0 \quad \text { at all points of the lower half of } H^{-} \tag{25}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \xi}{\partial \vartheta}=0 \quad \text { at the pole rays } \vartheta=0, \pi \tag{26}
\end{equation*}
$$

Replacing the first term on the right of (23) by its real part, substituting for $\Gamma, \Omega, \Psi_{2}$, and $m^{i}$ from (19), (24) for $\xi$, and using (25), we find

$$
\begin{equation*}
\mu=\frac{1}{2} \frac{1}{R^{2}}\left(\frac{B^{2}}{A^{2}}+R^{2} E^{2}+R^{2} H^{2}+\frac{A^{\prime \prime}}{A}+\xi^{\prime \prime}+\frac{A^{\prime} \xi^{\prime}}{A}+\left(\xi^{\prime}\right)^{2}\right) . \tag{27}
\end{equation*}
$$

$\mu$ is the desired convergence, all possible sections $S$ being represented by all possible functions $\xi$ [indeed, $\mu$ is a convergence, not an expansion, ${ }^{6}$ because it is defined as a coefficient at $l_{1}^{i}$ in an equation of the type of (22) and $l_{1}^{i}$ is oriented in the past as it follows from Eq. (20) and the fact that $\alpha<0$ ].

The next step is to choose $\xi$ in such a way that the sum of the first six terms in the parentheses on the right-hand side of (27) is equal to a constant real number $k$. If the conditions (26) and (4b) are to be satisfied, $k$ is uniquely determined, namely

$$
k=\left(\int_{0}^{\tau} A d \vartheta\right)^{-1} \cdot \int_{0}^{\tau}\left(\frac{B^{2}}{A^{2}}+R^{2} E^{2}+R^{2} H^{2}+\frac{A^{\prime \prime}}{A}\right) A d \vartheta
$$

Using (4b) again we obtain

$$
\left.k=\left(\int_{0}^{\tau} A d \vartheta\right)^{-1} \cdot\left[\int_{0}^{\pi}\left(\frac{B^{2}}{A^{2}}+R^{2} E^{2}+R^{2} H^{2}\right)\right) A d \vartheta=2\right] .
$$

Thus, if $k<0$, (11) follows immediately. Let $k \geqslant 0$. Then $\mu \geqslant 0$ at all points of $S$, and $\mu$ remains nonnegative and regular near $\mathrm{H}^{-}$in the future of $H^{-}$, because $S$ is compact and weak energy inequality holds. But, then, we have outer trapped surfaces outside of $H^{*} \cup H^{\circ}$. QED
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The space-time model of general relativity is that of a four-dimensional manifold $M$, with a metric of Minkowski signature. The space of two-forms on $M$ is endowed with a natural complex structure, $\mathbf{J}$, generated by the star duality operator. The existence of such a structure is an accidental characteristic of the dimension four and of the metric signature. The full differential geometric structure equations are expressed in this two-form language and it is pointed out that the weakened Einstein empty space equations, i.e., $R_{a b}-(1 / 4) g_{a b} R=0$, reduce to the condition that the curvature form commute with $J$. This fact, together with the isomorphism of the two-form space with the Lorentz Lie algebra, $l_{0}$, are then shown to provide the basis for the importance of the various complex representations of $l_{0}$, such as $S O(3, C)$ and the spinor $S L(2, C)$, in understanding the real geometry of Einstein spaces. In fact, the complexified Einstein structure equations naturally divide into two sets, each the complex conjugate of the other, each involving only one-half of the basis.

## INTRODUCTION

The study of Einstein's general relativistic field equations has had a profound impact on differential geometry. These equations have been expressed in many different forms, each showing a different facet of Einstein spacetime. ${ }^{1}$ In this paper we will concentrate on the representations of the Einstein equations generated by representations of the Lorentz Lie algebra, $l_{0}$, and try to under stand why the complex representations of $l_{0}$, such as $S O(3, C),{ }^{2}$ and the spinor one, $S L(2, C),{ }^{3}$ provide such natural and effective framework for the study of the real differential geometry of Einstein spaces. Our approach will be to start with an expression of the Einstein equations in terms of conditions on the curvature forms. Next, the curvature forms will be related to linear maps of the space of two-forms, $F_{p}^{2}$, at each point into itself. For the special case of four-dimensional manifolds with indefinite metrics $F_{p}^{2}$ is endowed with another linear map onto itself, $J$, which has the characteristics of what mathematicians call a "complex structure. ${ }^{\circ}$ The existence of $J$ then gives rise to a natural isomorphism of the real six-dimensional $F_{p}^{2}$ with the complex threedimensional vector space. We then note that the Einstein equations can be expressed simply by saying that the curvature commutes with J. Thus, in explicit complex representations the equations naturally split into two sets, each of which involves only one-half of the basis and is the complex conjugate of the other, so that the complexification has essentially halved the number of equations to be solved.

In order to carry out this program, we must introduce a formalism in which the basis for vectors, forms, and other geometric quantities can be freely chosen at each point to conform to the structure of the metric, curvature, etc. The language of modern differential geometry, especially exterior differential forms, is well adapted for this program. Those readers familiar with the use of bundle theory will find it a natural framework for the expression of these ideas. However, for simplicity of exposition, we will not explicitly use bundle techniques in this paper.

## FORMS, VECTORS, AND GEOMETRY

This section contains a brief review of the formalism to be used in this paper. This approach involves the use
of differential forms, and, in particular, takes advantage of the availability of arbitrary bases at each point to describe the forms, or, equivalently the dual space of tangent vectors. These arbitrary bases are sometimes referred to as "tetrads" in the physics literature. For background information on the use of differential forms presented intuitively see Misner, Thorne and Wheeler. ${ }^{5}$ For a more complete and mathematical treatment of these and other tools for differential geometry, including complex structures, see Kobayashi and Nomizu. ${ }^{4}$

For our purposes, space-time can be represented as a four-dimensional, orientable, differentiable manifold $M$. At each point $p \in M$ let $T_{p}$ be the space of tangent vectors at $p$. An element of $T_{p}$ can be defined intrinsically as a "differentiation operator", or more concretely represented in terms of components, $v^{a}(a=0,1,2,3)$, with respect to some local coordinates, $x^{a}$, near $p .{ }^{6}$ Thus, if $v \in T_{p}$, we will write

$$
\begin{equation*}
v=v^{a} \partial / \partial x^{a} \tag{1}
\end{equation*}
$$

where the symbols $\partial / \partial x^{a}$ stand for differentiation along the corresponding coordinate lines. Equation (1) shows clearly the usual contravariant transformation properties of the list of components, $v^{a}$, under a coordinate transformation. The vector space dual to $T_{p}$, i.e., the space of all linear functions on $T_{p}$ is denoted by $T_{p}^{*}$. An element of $T_{p}^{*}$ will be represented by a Greek letter, say $\rho$, and will be called a differential form of degree one, or simply a one-form. Let the symbols $d x^{a}$ be used to represent the dual basis to $\partial / \partial x^{a}$, so that as linear functions on $T_{p}$ the $d x^{a}$ satisfy

$$
\begin{equation*}
d x^{a}\left(\partial / \partial x^{b}\right)=\delta_{b}^{a} \tag{2}
\end{equation*}
$$

An element of $T_{p}^{*}$ can be written in terms of its components, $\rho_{a}$, with respect to $d x^{a}$ as

$$
\rho=\rho_{a} d x^{a}
$$

showing the covariant transformation law for $\rho_{a}$.
Tensors are then defined as usual as linear combinations of ordered products of vectors and forms. One particularly important class of tensors for our purposes will be totally antisymmetirc tensors built from oneforms. Those of degree $r$ are called $r$-forms and a special symbol, $\wedge$, is used to represent the antisymmetric
product of forms. Thus, an $r$-form $\omega$ can be written with respect to the coordinates $x^{a}$ as

$$
\begin{equation*}
\omega=(1 / r!) \omega_{a_{1}} \cdots a_{r} d x^{a_{1}} \wedge \cdots \wedge d x^{a_{r}} \tag{3}
\end{equation*}
$$

where the components $\omega_{a_{1} \ldots a_{r}}$ are totally antisymmetric and the normalization by $r$ ! is standard convention. We will denote the space of $r$-forms at $p$ by $F^{r}$ so that $T_{p}^{*} \equiv F_{p}^{1}$.

The symbol " $d$ " used in the initial coordinate representation of one-forms can be used in an extended sense as an operator taking $r$-forms into $(r+1)$-forms defined directly by

$$
\begin{equation*}
d \omega=[1 /(r+1)!] \omega_{\left[a_{1} \cdots a_{r}, a_{r}+1\right]} d x^{a_{r+1}} \wedge d x^{a_{1}} \cdots \wedge d x^{a_{r}} \tag{4}
\end{equation*}
$$

where the comma denotes ordinary differentiation and the brackets indicate antisymmetrization of enclosed indices.

Now consider the notion of generalized bases for $T_{p}$, that is, bases which need not correspond to differentiation along coordinates in any neighborhood. Thus if $u_{a}$ are four linearly independent vectors at $p$, then any vector $v$ can be written

$$
\begin{equation*}
v=v^{a} u_{a} \tag{5}
\end{equation*}
$$

in terms of components $v^{a}$. Let us now introduce the notation of using boldface letters to represent bases, so that $u$ stands for the matrix of four independent vectors, $\left\{u_{a}\right\}$. Let us call such a u a "vector frame" and denote the set of all vector frames at $p$ by $B_{p^{\circ}}{ }^{7}$ Similarly, let $B_{p}^{*}$ be the dual space of "form frames" so that if $\rho \in B_{p}^{*}$, then $\rho$ stands for a matrix of four independent one-forms, $\left\{\rho^{a}\right\}$. The duality relationship between $T_{p}$ and $T_{p}^{*}$ provides a natural, unique, isomorphism between $B_{p}$ and
$B_{p}^{*}$ defined by $\rho \leftrightarrow u$ iff

$$
\begin{equation*}
\rho^{a}\left(u_{b}\right)=\delta_{b}^{a} \tag{6}
\end{equation*}
$$

or, in more compact notation,

$$
\begin{equation*}
\rho(\mathrm{u})=1 \tag{7}
\end{equation*}
$$

As noted above, the introduction of arbitrary frames for vectors includes of necessity a wider class of frames than those which can be represented by sets of vectors each of which is differentiation along some coordinate line. It can be shown that a necessary and sufficient condition for the existence of a local coordinate system such that

$$
\begin{equation*}
u_{a}=\partial / \partial x^{a} \tag{8}
\end{equation*}
$$

or, equivalently, for the dual basis $\left\{\rho^{a}\right\}$,

$$
\begin{equation*}
\rho^{a}=d x^{a} \tag{9}
\end{equation*}
$$

is that

$$
\begin{equation*}
d \rho=0 \tag{10}
\end{equation*}
$$

A frame for which (10) is satisfied is sometimes said to be holonomic. In general, however, there will be a nonzero matrix $A_{b c}^{a}=-A_{c b}^{a}$ associated with each frame $\rho$, such that

$$
\begin{equation*}
d \rho^{a}=\frac{1}{2} A_{b c}^{a} \rho^{b} \wedge \rho^{c} \tag{11}
\end{equation*}
$$

The family of frames, $B_{p}^{*}$, is tied together by the action of the general linear group, $G L(4, R)$. Thus if $\rho \in B_{p}^{*}$ and $g \in G L(4, R)$, with $g$ represented by the matrix $\left\{g_{b}^{a}\right\}$,
then $g$ can be regarded as acting on $B_{p}^{*}$ taking $\rho$ into $\rho^{\prime}=g \rho$,

$$
\begin{equation*}
\rho^{\prime a}=g_{b}^{a} \rho^{b} \tag{12}
\end{equation*}
$$

The dual, contragradient, action of $G L(4, R)$ on $B_{p}$ is obviously defined by means of the relationship (6). Thus, if $\mathbf{u}$ is dual to $\rho$, then $\mathbf{u}^{\prime}=\mathrm{ug}^{-1}$ will be dual to $\rho^{\prime}$, where

$$
\begin{equation*}
u_{a}^{\prime}=u_{b}\left(g^{-1}\right)_{a}^{b} \tag{13}
\end{equation*}
$$

A metric on $M$ can be defined in terms of an inner product on each $T_{p}$, denoted by (, ). This corresponds to a nonsingular, symmetric matrix $\gamma_{a b}$ for each frame $\mathbf{u} \in B_{p}$ such that

$$
\begin{equation*}
\gamma_{a b}(\mathbf{u})=\left(u_{a}, u_{b}\right) \tag{14}
\end{equation*}
$$

For physical manifolds each $\gamma_{a b}$ is required to be of signature $(-,+,+,+)$. Equivalently, using the duality isomorphism we can write the metric in terms of an invariant expression, $d s^{2}$,

$$
\begin{equation*}
d s^{2}=\gamma_{a b}(\rho) \rho^{a} \rho^{b} \tag{15}
\end{equation*}
$$

The significance of the product of forms on the right side of (15) can be seen by relating the $\rho^{a}$ to the $d x^{a}$, so that (15) becomes a bilinear quadratic expression in the $d x^{a}$, reducing to the definition of metric as a rule for deriving infinitesimal distance $d s$ from the $d x^{a}$ regarded as coordinate differentials.

The introduction of a metric permits a specialization of the frames to those for which the metric matrix assumes some standard form, for example, $\eta_{a b} \equiv \operatorname{diag}(-1$, $+1,+1,+1$ ). Let $B_{p}^{0}$ and $B_{p}^{0 *}$ be those subsets of $B_{p}$ and $B_{p}^{*}$ respectively for which the metric matrix $\left\{\gamma_{a b}\right\}_{p}$ assumes the value $\left\{\eta_{a b}\right\}$. These will be called the families of Lorentz frames. Further, for simplicity, we will assume that $B_{p}^{0}$ and $B_{p}^{0 *}$ have been restricted by the preferred orientation on $M$. The reduction of $B_{p}^{*}$ to $B_{p}^{0 *}$ thus means that the allowed group of transformations has been reduced from $G L(4, R)$ to the proper Lorentz group, $L_{0} \equiv S O(3,1)$. The value of this approach lies in the fact that the metric assumes a constant standard value at each point and the group connecting all admissible frames has been reduced to the well-studied $L_{0}$. The price paid, of course, is that the frames will in general no longer be holonomic, that is, composed simply of coordinate differentials.

Another approach to the geometry of $M$ is by means of the definition of covariant differentiation and the associated connection forms. By using appropriate linearity properties for derivatives, the value of the covariant derivative $\nabla_{v} w$ of any vector $w$ along a given vector $v$ can be obtained from the action of $\nabla_{v}$ on the members of a basis, which in turn can be written

$$
\begin{equation*}
\nabla_{v} u_{b}=-\omega_{a}^{b}(v) u_{b} \tag{16}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla_{v} \mathbf{u}=-\omega(v) \cdot \mathbf{u} \tag{17}
\end{equation*}
$$

The matrix $\omega(v)$ depends linearly on the vector $v$ and so defines a matrix of one-forms, $\omega$, called the connection forms.

The relationship between covariant differentiation and the metric is established by requiring that the parallel displacement naturally defined by the covariant deriva-
tive preserve the metric inner product. Regarding
$\left\{-\omega^{a}{ }_{b}(v) u_{a}\right\}$ as the infinitesimal displacement of the frame $\left\{u_{a}\right\}$, the metric condition can be expressed by requiring that for any $v \in T_{p}$, the matrix $\omega^{a}{ }_{b}(v)$ be an "infinitesimal" Lorentz transformation, or, more accurately, that it belong to the Lie algebra, $l_{0}$, of $L_{0}$. Thus, the metric condition for the connection is

$$
\begin{equation*}
\omega: T_{p} \rightarrow l_{0} \tag{18}
\end{equation*}
$$

or,

$$
\begin{equation*}
\eta_{a b} \omega_{c}^{b}+\eta_{c b} \omega_{a}^{b}=0 . \tag{19}
\end{equation*}
$$

Finally, we add the usual condition that the connection be torsion free so that for the basis $\rho \in B_{p}^{0 *}$ dual to $u$,

$$
\begin{equation*}
d \rho^{a}=\omega_{b}^{a} \wedge \rho^{b}, \tag{20}
\end{equation*}
$$

or simply

$$
\begin{equation*}
d \rho=\omega \wedge \rho \tag{21}
\end{equation*}
$$

It should be noted that (20) and (19), or, equivalently, (21) and (18), serve to uniquely define the connection forms $\omega$ in terms of the basis $\rho$ and the standard metric $\eta$.

The curvature tensor can now be defined by

$$
\begin{equation*}
d \omega_{b}^{a}+\omega^{a}{ }_{c} \wedge \omega_{b}^{c}=\Omega_{b_{b}} . \tag{22}
\end{equation*}
$$

or in terms of the full list of Riemann curvature components $R^{a}{ }_{b c t}$,

$$
\begin{equation*}
\Omega^{a}{ }_{b}=\frac{1}{2} R^{a}{ }_{b c d} \rho^{c} \wedge \rho^{a} . \tag{23}
\end{equation*}
$$

Again, we can make use of the matrix notation to write (22) simply as

$$
\begin{equation*}
d \omega+\omega \wedge \omega=\Omega \tag{24}
\end{equation*}
$$

and express a result of the metric condition in terms of an equation that will be of importance later.

$$
\begin{equation*}
\Omega: T_{p}^{[2]} \rightarrow l_{0} \tag{25}
\end{equation*}
$$

where $T^{[2]}$ is the linear space formed from antisymmetric pairs of vectors. The fact that at each point the metric provides a natural isomorphism between $T^{[2]}$ and $l_{0}$ means that the curvature tensor translates to an endomorphism of $l_{0}$ with itself. In the same way, the metric induces an isomorphism of $F^{2}{ }_{p}$ with $l_{0} .{ }^{8}$ The approach of this paper will be to emphasize this central role of $l_{0}$, and thus its representations, in studying general relativity.

In summary, the differential geometric structure of $M$ can be expressed by a choice of a frame of forms $\rho$. The metric is then obtained from this choice according to (15) while the connection and curvature properties are described by (21), (18), and (24). The geometry itself (in the sense of the metric) is unchanged by Lorentz transformation on $\rho$, so in this sense the appropriate description of the geometry is carried by the full set of Lorentz frames, $B_{p}^{0 *}$, at each point, each acted on transitively by $L_{0}$.

## STRUCTURE EQUATIONS FOR $\boldsymbol{F}^{2}{ }_{\rho}$

In this section we will translate the above geometirc formalism into one based on $F^{2}$. First, : ? must establish a relationship between $B_{p}^{*}$ and the bases for $F_{p}^{2}$ de-
noted by $B_{p}$ with $\phi \in B_{p}$ representing a matrix of six linearly independent two-forms, $\left\{\phi^{i}\right\}, i=1, \ldots, 6$.
Clearly,

$$
\begin{equation*}
\phi^{i}=\frac{1}{2} f_{a b}^{i} \rho^{a} \bigwedge \rho^{b}, \tag{26}
\end{equation*}
$$

for some quantities $f_{a b}^{i}$ which, for the moment, are to be regarded as fixed. Thus different $\phi$ 's are generated by different $\rho$ 's. How then is the choice of $\phi$ related to the choice of $\rho$ and thus the metric? Assume that the metric has been defined by choosing the $\rho$ used in (26) as a Lorentz frame, so that $d s^{2}$ is given by (15) and $\rho \in B_{p}^{0 *}$ by definition. Consider the $6 \times 6$ symmetric matrix $\Delta^{i j}$ defined by

$$
\begin{equation*}
\phi^{i} \wedge \phi^{j}=\Delta^{i j} I, \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
I \equiv \rho^{0} \wedge \rho^{1} \wedge \rho^{2} \wedge \rho^{3} \tag{28}
\end{equation*}
$$

From the linear independence of the $\phi^{i}$, it follows that $\Delta^{i j}$ is nonsingular, with inverse denoted as usual by $\Delta_{i j}$. This matrix plays the role of a metric on $F_{p}^{2}$.

We can now state the important converse to this relationship: Any six independent two-forms satisfying (27) define uniquely (up to inversions, with which we are not here concerned) a basis $\rho$ for which (26) is true. In order to prove this statement, it is sufficient to consider one particular choice for $f_{a b}^{i}$ and associated $\phi^{i}$ since, because of the assumed completeness of the $\phi^{i}$, any other set of $\phi^{i}$ can be obtained as linear combinations of this particular one. The entire proof can then be translated into the other basis by a linear transformation. Let us choose $f_{a b}^{i}$ so that

$$
\begin{equation*}
\phi^{i}=\rho^{0} \wedge \rho^{i}, \quad i \leqslant 3, \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{i+3}=\frac{1}{2} \epsilon_{i j k} \rho^{j} \bigwedge \rho^{k}, \quad i \leqslant 3, \tag{30}
\end{equation*}
$$

where $\epsilon_{i j k}$ is the three-dimensional alternating symbol. The conditions (27) become in this case

$$
\begin{equation*}
\phi^{i+3} \bigwedge \phi^{j}=\delta^{i j} I, \quad i \leqslant 3, \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{i} \bigwedge \phi^{j}=\delta^{(i-3)} I, \quad i \geqslant 3 . \tag{32}
\end{equation*}
$$

Assume now that some other linearly independent set is given, say $\phi^{\prime i}$, satisfying (31) and (32). More precisely, with respect to some bases, say $\rho^{\prime}$, the $\phi^{\prime i}$ can be expressed

$$
\begin{equation*}
\phi^{\prime i}=\frac{1}{2} g_{a b}^{i} \rho^{\prime a} \bigwedge \rho^{\prime b}, \tag{33}
\end{equation*}
$$

and (31) and (32) are satisfied with $I$ replaced by $I^{\prime}$ $\equiv \rho^{\prime 0} \wedge \rho^{\prime 2} \wedge \rho^{\prime 2} \wedge \rho^{\prime 3}$. We must now show that $\rho^{\prime}$ can be adjusted so that $g_{a b}^{i}=f_{a b}^{i}$. To begin, consider the set of equations

$$
\begin{equation*}
\phi^{\prime 1} \wedge \phi^{\prime 1}=\phi^{\prime 4} \wedge \phi^{\prime 4}=0 \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{\prime 1} \wedge \phi^{\prime 4}=I^{\prime} \tag{35}
\end{equation*}
$$

From (34) it follows that $\phi^{1}$ and $\phi^{\prime 4}$ are each simple two-forms, i.e., hook products of pairs of one-forms, while (35) implies that this set of four one-forms is independent, and thus, by redefining the basis $\rho^{\prime}$, we can set

$$
\begin{equation*}
\phi^{\wedge}=\rho^{\prime 0} \wedge \rho^{\prime 1} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{\prime 4}=\rho^{\prime 2} \bigwedge \rho^{\prime 3} \tag{37}
\end{equation*}
$$

The proof then proceeds by filling out the remaining $\phi^{\prime i}$ similarly, with the only ambiguities arising being dealt with by reordering the index $i$.

Further, we note that the action of the Lorentz group $L_{0}$ on the basis $\rho$ gives rise to a corresponding group action on the basis $\phi$ which preserves the "metric" $\Delta^{i j}$ as defined by (27). This is, of course, equivalent to the antisymmetric two-tensor representation of $L_{0}$. In a manner analogous to the restriction of the one-form bases $B_{p}^{*}$ to $B_{p}^{0 *}$ we can also define $B_{p}^{0}$ as the subset of $B_{p}$ generated by the group preserving $\Delta^{i j}$, denoted by Lo

For a fixed representation $f_{a b}^{i}$, we can summarize these results: A metric can be specified in terms of the two-form $F_{p}^{2}$ structure by the conditions (27) corresponding to the choice of Lorentz basis $\rho$ defined by (26). The equivalence class $B_{p}^{0}$ of such bases producing this metric, $\Delta_{i j}$ in (27), corresponds to $B_{p}^{0 *}$ for the oneforms.

We now proceed to construct the structure equations with respect to $F_{p}^{2}$, defining the analogs of the connection and curvature forms along the way. The metric induced isomorphism between $l_{0}$ and $F_{p}^{2}$ discussed in Footnote 8 will play an important role. First, we note that, by lowering an index on the matrix of connection forms $\left\{\omega_{b}^{a}\right\}$, we obtain a matrix of forms $\left\{\Gamma^{i}\right\}$, representable by the $f_{a b}^{i}$. Thus there is a one-to-one relationship between possible matrices of connection forms and matrices $\left\{\Gamma^{i}\right\}$ of one-forms defined by

$$
\begin{equation*}
\omega_{a b}=\Gamma_{i} f_{a b}^{i} \quad\left(\Gamma_{i} \equiv \Delta_{i j} \Gamma^{j}\right) \tag{38}
\end{equation*}
$$

In fact, we can use (27) to explicitly evaluate the $\Gamma^{i}$

$$
\begin{equation*}
\Gamma^{i} \equiv-\frac{1}{4} \epsilon^{a b c d} \omega_{a b} f_{c d}^{i} \tag{39}
\end{equation*}
$$

where now $\epsilon^{a b c d}$ is the totally antisymmetric symbol with $\epsilon^{0123}=-1$. On the other hand, by using the metric to raise the first index of the components of elements of $F^{2}{ }_{\rho}$, we can introduce the Lie algebra bracket operation on $F^{2}{ }_{\rho}$

$$
\begin{equation*}
\left[f^{i}, f^{j}\right]_{a b} \equiv f_{a}^{i}{ }_{a} f_{c b}^{j}-f_{a}^{j} c f_{c b}^{i} \tag{40}
\end{equation*}
$$

Because of the assumed completeness of the set $f_{a b}^{i}$, we can find a set of constants (we are always assuming the $f_{a b}^{i}$ to be fixed and constant from point to point in $M$ ) $S^{i j}{ }_{k}$ such that

$$
\begin{equation*}
\left[f^{i}, f^{j}\right]=S^{i j}{ }_{h}^{k} . \tag{41}
\end{equation*}
$$

The $S_{k}^{i j}$ will of course be recognized as the structure constants of $l_{0}$ with respect to the basis defined by the $f_{a b}{ }^{\text {. }}$

With this background it is now a straightforward matter to write the differential structure equations. Using (26), (20), (38), and (41), we get

$$
\begin{equation*}
d \phi=[\Gamma, \phi] \tag{42}
\end{equation*}
$$

or, in terms of components,

$$
\begin{equation*}
d \phi^{i}=S_{k}^{i j} \Gamma_{j} \phi^{k} . \tag{43}
\end{equation*}
$$

Finally, the curvature equations (22) become

$$
\begin{equation*}
d \Gamma_{i}+\frac{1}{2} S_{i}^{j k} \Gamma_{j} \wedge \Gamma_{k}=R_{i j} \phi^{j} \tag{44}
\end{equation*}
$$

in which the curvature is represented by the $6 \times 6$ matrix $R_{i j}$.

Thus, we have a complete $F_{p}^{2}$ representation of the metric, connection and curvature, described by (27), (43), and (44). Once a set of six independent two-forms $\phi^{i}$ is given satisfying (27) for the $\Delta^{i j}$ defined by the $f_{a b}^{i}$, we can decompose them miquely into a basis $\rho$ satisfying (26). The differentials of the $\phi^{i}$ then give the connection forms $\Gamma^{i}$ by way of (43), in which the $S^{i j}{ }_{k}$ are also determined by the $f_{a b}^{i}$ as in (41). As they stand, these equations do not appear to offer any advantage over the one-form equations (15), (20), (19), and (22). However, in the next section, we will find that the introduction of the complex structure $J$ on $F^{2}$, in terms of the star duality operator which can be done only for Minkowski signature metrices and dimension four, enables us to re-express these equations in such a way as to produce a significant simplification of general relativistic field equations, especially the vacuum Einstein equations, in various representations.

## COMPLEX STRUCTURES

The important role of $F^{2}$, or equivalently its isomor phic image $l_{0}$, in the geometric structure equations given above leads us to investigate the structure of these spaces more closely. We will find a natural negativesquare endomorphism on these spaces, $J$, which satisfies the condition of being a complex structure in the mathematical sense. Using this, we will study the form of the complexifications of $F_{p}^{2}$ and $l_{0}$, leading naturally to complex representations of the geometry associated with representations of the Lorentz Lie algebra. The most important of these representations correspond to the group $S O(3, C), S L(2, C)$, the latter being the spinor representation.

Now, let us define an operator J on $F^{2}$ in terms of the Minkowski-signature metric and the alternating, totally antisymmetric symbol, $\epsilon_{a b c d}$ for which

$$
\begin{equation*}
\epsilon_{0123}=-\epsilon^{0123}=+1 \tag{45}
\end{equation*}
$$

Let $\Psi$ be a two-form, having components $\Psi_{a b}$ with respect to the basis $\rho$ for which the metric is $\gamma_{a b}$. Define $J \Psi$

$$
\begin{equation*}
\mathrm{J} \Psi=-\frac{1}{4} \gamma^{a b} \gamma^{c d} \Psi_{a c} \epsilon_{b d n m} \rho^{n} \bigwedge \rho^{m} . \tag{46}
\end{equation*}
$$

Because we are dealing with a space-time of dimension four, $J$ is a linear map of $F^{2}{ }_{p}$ onto itself, and, because of the indefinite signature of the metric,

$$
\begin{equation*}
\mathrm{J}^{2}=-1 \tag{47}
\end{equation*}
$$

where 1 is the identity map on $F^{2}{ }_{p}$. Such a linear map of a vector space onto itself is called a "complex structure." It will also be recognized, perhaps in more familiar form, as the "star operator," generally represented by the symbol $*$. Here we have chosen the symbol $J$ for two reasons: first, to emphasize its role in the complexification of the geometric structures in which it will be replaced by the usual imaginary number $i \equiv \sqrt{-1}$, and, second, to stimulate investigation into the possibilities of regarding $J$ as a variable operator in
terms of which general relativistic geometries can be described. This second approach will be developed in other papers.

Now let us recall that the curvature can also be expressed in this formalism as an operator of $F^{2}{ }_{p}$ onto itself as described in Eq. (44). Thus define the operator $\mathbf{R}$ on $F^{2}{ }_{p}$ in terms of the $6 \times 6$ matrix $R_{i j}$, and the twoform metric $\Delta_{i j}$,

$$
\begin{equation*}
\mathbf{R}\left(\phi^{i}\right) \equiv \Delta^{i} \mathrm{R}_{j k} \phi^{k} . \tag{48}
\end{equation*}
$$

Now decompose the curvature operator $R$ with respect to the complex structure J ,

$$
\begin{equation*}
\mathbf{R}=\mathbf{P}+\mathbf{Q}, \tag{49}
\end{equation*}
$$

where $\mathbf{P}$ and $\mathbf{Q}$ are the parts of $\mathbf{R}$ that commute and anticommute with J respectively. Therefore,

$$
\begin{align*}
& \mathbf{P}=(\mathbf{R}-\mathrm{JRJ}) / 2  \tag{50}\\
& \mathbf{Q}=(\mathbf{R}+\mathrm{JRJ}) / 2 \tag{51}
\end{align*}
$$

It is now a straightforward algebraic matter to show that this decomposition corresponds to the more familiar decomposition of the components of the Riemann curvature tensor $R_{a b c d}$ into Weyl conformal part, traceless Ricci part, and curvature scalar part. In fact, by using

$$
\begin{equation*}
R_{i j} f_{a b}^{i} f_{c d}^{j}=R_{a b c d}, \tag{52}
\end{equation*}
$$

and the definition of J in (46), it follows that P depends on the Weyl plus curvature scalar part and $Q$ on the traceless Ricci part, $R_{a b}-\frac{1}{4} \gamma_{a b} R$. Thus the weakend Einstein equations can be expressed by saying that the curvature operator on $F^{2}$, commutes with the complex structure J. See Chap. 13 of Misner, Thorne, and Wheeler ${ }^{5}$ for details of these calculations in terms of one-form components, $R_{\text {abca }}$.

In order to take advantage of this result, we note that the condition (47) satisfied by $J$ leads naturally to a complexification of $F^{2}{ }_{p}$ in which the $F^{2}{ }_{p}$ regarded as a real vector space of six dimensions can be replaced by a complex vector space of three dimensions with the imaginary scalar multiplication being associated with J. Thus, suppose that $\phi$ is some basis for $F_{p}^{2}$, and let capital Latin letters, $A, B, C, \ldots$, assume only the values 1, 2, 3. Consider then the three complex dimensional vector space, $F_{p}^{2 c}$ spanned by the three complex twoforms $\sigma^{A}$,

$$
\begin{equation*}
\sigma^{A} \equiv \phi^{A}+i \mathrm{~J} \phi^{A}, \quad i^{2}=-1 \tag{53}
\end{equation*}
$$

Thus, $F^{2 c}{ }_{p}$ is the set of complex two-forms $\sigma$ that can be written

$$
\begin{equation*}
\sigma=z_{A} \sigma^{A} \tag{54}
\end{equation*}
$$

where the $z_{A}$ are three complex numbers. Similarly, the conjugate space, $\bar{F}^{2 c}{ }_{p}$ is defined in terms of the basis $\bar{\sigma}^{4}$,

$$
\begin{equation*}
\bar{\sigma}^{A} \equiv \phi^{A}-i J \phi^{A} \tag{55}
\end{equation*}
$$

It is easy to see that there is a one-to-one relationship between $F_{p}^{2}$ and $F^{2} c_{p}$ defined as follows. If $\Psi \in F^{2}$, let the components of $\Psi$ with respect to the basis ( $\phi^{\phi^{\prime}}, J \phi^{A}$ ) be the six real numbers $\left(x_{A}, y_{A}\right)$ so that $\Psi$ can be uniquely written

$$
\begin{equation*}
\Psi=x_{A} \phi^{A}+y_{A} J \phi^{A} . \tag{56}
\end{equation*}
$$

Defining the three complex numbers $z_{A}$ by

$$
\begin{equation*}
z_{A}=x_{A}-i y_{A}, \tag{57}
\end{equation*}
$$

we can then define the image of $\Psi$ in $F^{2 c}{ }_{p}$ as $\Psi^{c}$,

$$
\begin{equation*}
\Psi^{c} \equiv z_{A} \sigma^{A} . \tag{58}
\end{equation*}
$$

Conversely, the real $\Psi$ can be obtained from $\Psi^{c}$ by

$$
\begin{equation*}
\Psi=\left(\Psi^{c}+\bar{\Psi}^{c}\right) / 2=\left(z_{A} \sigma^{A}+\bar{z}_{A} \bar{\sigma}^{A}\right) / 2 \tag{59}
\end{equation*}
$$

This relationship is clearly one-to-one and its consistency depends on the condition (47). It is this reduction of the dimension of the vector space from six to three by complexification here, and in the structure equations below, that makes this approach helpful.

Next, we note that $J$ commutes with the $\wedge$ operator,

$$
\begin{equation*}
(J \Phi) \wedge \Psi=\Phi \wedge J \Psi \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
(\mathrm{J} \Phi) \wedge(\mathrm{J} \Psi)=-\Phi \wedge \Psi \tag{61}
\end{equation*}
$$

Thus, regarding as an inner product on $F_{p}^{2}$, with metric $\Delta^{i j}$, we see that this six-dimensional array commutes with J and respects the division between $\sigma^{4}$ and $\bar{\sigma}^{A}$. That is,

$$
\begin{align*}
& \sigma^{A} \wedge \sigma^{B}=\Delta^{A B} I  \tag{62}\\
& \sigma^{A} \wedge \bar{\sigma}^{B}=0  \tag{63}\\
& \bar{\sigma}^{A} \wedge \bar{\sigma}^{B}=\bar{\Delta}^{A B} I \tag{64}
\end{align*}
$$

Note that (64) is merely the complex conjugate of (62) so that when working over the complex field, it is necessary only to satisfy (62) and (63).

Similarly, it is easy to see that $\mathbf{J}$ commutes with the Lie bracket operation for two-forms. Thus, from the definitions (40) and (46) it follows directly that for any two-forms $\Phi$ and $\Psi$

$$
\begin{equation*}
[J \Phi, \Psi]=-[\Phi, J \Psi] \tag{65}
\end{equation*}
$$

so that

$$
\begin{equation*}
[J \Phi, J \Psi]=[\Phi, \Psi] \tag{66}
\end{equation*}
$$

When these results are applied to the basis $\sigma^{4}$ defined in (53) and (55), it follows immediately that the real structure constants $S^{i j}{ }_{k}$ for which the indices run from one to six can be replaced by complex $S^{A B}{ }_{C}$ with indices running only from one to three,

$$
\begin{align*}
& {\left[\sigma^{A}, \sigma^{B}\right]=S^{A B} c^{C},}  \tag{67}\\
& {\left[\sigma^{A}, \bar{\sigma}^{B}\right]=0,}  \tag{68}\\
& {\left[\bar{\sigma}^{A}, \bar{\sigma}^{B}\right]=\bar{S}^{A B} c^{C} \bar{\sigma}^{C} .} \tag{69}
\end{align*}
$$

Finally, the differential structure equations (43) and (44) become

$$
\begin{align*}
& d \sigma^{A}=S^{A B}{ }_{C} \Gamma_{B} \wedge \sigma^{C}  \tag{70}\\
& d \Gamma_{C}+\frac{1}{2} S^{A B}{ }_{C} \Gamma_{A} \wedge \Gamma_{B}=P_{C A} \sigma^{A}+Q_{C A} \bar{\sigma}^{A} \tag{71}
\end{align*}
$$

The matrices $P$ and $Q$ correspond to those defined in (50) and (51) so that the Einstein equations correspond to the condition

$$
\begin{equation*}
Q_{A B}=0 . \tag{72}
\end{equation*}
$$

Further, $\mathbf{P}$ must be symmetric and, for the stronger

Einstein condition, $R=0$, traceless. Clearly then, the Einstein equations have a formal three-dimensional structure over the complex field. Of course, we must recall that the complex basis $\sigma^{4}$, while containing only three elements, consists of two-forms over a fourdimensional $M .{ }^{9}$ This apparent three-dimensional structure will be analyzed in more detail in the following section.

## REPRESENTATIONS OF $I_{0}$ AND THE EINSTEIN EQUATIONS

Now consider how various representations of the Einstein equations correspond to representations of $l_{0}$ in the two-form structure equations.

First, we note that we can freely choose the metric $\Delta_{A B}$ to be any nonsingular complex symmetric matrix by appropriate choice of basis, $\left(\sigma^{4}, \bar{\sigma}^{A}\right)$. In particular, we can set

$$
\begin{equation*}
\Delta_{A B}=i \delta_{A B} \tag{73}
\end{equation*}
$$

corresponding to

$$
\begin{equation*}
\sigma^{A}=\rho^{0} \wedge \rho^{A}+i \rho^{B} \wedge \rho^{c} \quad[A, B, C=\operatorname{cyclic}(1,2,3)] . \tag{74}
\end{equation*}
$$

Thus, when the basis $\sigma^{A}$ is changed by an element of $L_{0}$, the $\sigma^{A}$ are transformed in such a way as to leave the inner product form $\delta_{A B}$ unchanged. Such a transformation belongs, of course, to the complex group $S O(3, C)$ and this procedure can be described as the $S O(3, C)$ representation of $l_{0}$.

For this basis, the structure constants have the form

$$
\begin{equation*}
S^{A B}{ }_{C}=i \epsilon^{A B C}, \tag{75}
\end{equation*}
$$

since lowering and raising indices is accomplished by multiplying by $i$ or $-i$, respectively, for the metric in (73). The Einstein structure equations become

$$
\begin{align*}
& d \sigma^{A}=i \varepsilon^{A B C} \Gamma_{B} \wedge \sigma^{C}  \tag{76}\\
& d \Gamma_{C}+(i / 2) \epsilon^{A B C} \Gamma_{A} \wedge \Gamma_{C}=P_{C A} \sigma^{A} \tag{77}
\end{align*}
$$

The essential three-dimensional form of these equations can be more clearly displayed by using a three-vector notation, $\sigma=\left(\sigma^{4}\right), \Gamma=\left(\Gamma^{A}\right), \mathrm{P}=\left(P_{B}^{A}\right)$, with the special symbol $\otimes$ representing the combination of hook formproduct with three-dimensional vector "cross product." Thus (76) and (77) become ${ }^{2}$

$$
\begin{align*}
& d \sigma=-\Gamma \otimes \sigma  \tag{78}\\
& d \Gamma-\Gamma \otimes \Gamma=i \mathrm{P} \cdot \sigma \tag{79}
\end{align*}
$$

This approach is obviously well suited for the Petrov analysis of the algebraic structure of the Riemann tensors of Einstein spaces. In fact, the basis ( $\sigma^{\boldsymbol{A}}$ ) defining the geometry is arbitary up to a complex orthogonal transformation. Thus, the matrix $P$ which carries the content of the curvature tensor can be freely transformed

$$
\begin{equation*}
\mathrm{P} \rightarrow \mathbf{P}^{\prime}=\mathrm{S}^{-1} \mathrm{PS}, \quad \mathrm{~S} \in S O(3, C) \tag{80}
\end{equation*}
$$

Petrov ${ }^{2}$ found that most general $P$ could be transformed as in (80) to one of essentially three different canonical forms,

$$
\text { type I: } \mathbf{P}=\left(\begin{array}{ccc}
\alpha & 0 & 0  \tag{81}\\
0 & \beta & 0 \\
0 & 0 & \gamma
\end{array}\right)
$$

$$
\begin{align*}
& \text { type II: } \mathrm{P}=\left(\begin{array}{lll}
\alpha & 0 & 0 \\
0 & \beta-i & 1 \\
0 & 1 & \\
\beta+i
\end{array}\right),  \tag{82}\\
& \text { type III: } \mathrm{P}=\left(\begin{array}{lll}
\alpha & 1 & 0 \\
1 & \alpha & i \\
0 & i & \alpha
\end{array}\right), \tag{83}
\end{align*}
$$

where $\alpha, \beta, \gamma$ are arbitrary complex numbers, which can vary from point to point, of course. Further, the stronger Einstein condition, $R=0$, requires $\alpha+\beta+\gamma=0$ for type I, $\alpha+2 \beta=0$ for type II, and $\alpha=0$ for type III.

Hence, one natural approach is to choose for $\mathbf{P}$ one of these types, insert it into (78) and (79), thus reducing the freedom of choice for the basis $\sigma^{A}$, at least in the nondegenerate cases. This technique has been used successfully to reduce the type III problem to one equation for one-function, for which a one-function family of solutions has been obtained. ${ }^{10}$ Similar results can be obtained for the type $N$ case (type II with $\alpha=\beta=0$ ).

However, the most intriguing possibility seems to lie in the general type I case in which no two of the $\alpha, \beta, \gamma$ are equal. Further, adding the $\alpha+\beta+\gamma=0$ condition reduces the triple ( $\alpha, \beta, \gamma$ ) to two independent complex functions, precisely the number (if they are functionally independent) to uniquely determine a canonical set of coordinates for the base manifold $M$, as well as a fully determined basis for two-forms and thus one-forms. In other words, the "most general" Petrov case is the one in which the coordinate and frame degeneracy vanishes, suggesting that it might also be the one for which solutions could be easily obtained. Alternatively, it might be profitable to postpone the $\alpha+\beta+\gamma=0$ condition and regard the $\alpha, \beta, \gamma$ as a set of complex three-dimensional coordinates, solve the resulting three-dimensional structure equations and then search for ways to map the forms $\sigma^{4}$ into two-forms over a four-manifold, satisfying also (62) and (63).

A closely related approach is based on the choice

$$
\Delta_{A B}=i\left(\begin{array}{lll}
0 & 1 & 0  \tag{84}\\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The structure equations can still be written as (78) and (79) but where the $\otimes$ symbol means

$$
\begin{align*}
& (\mathbf{u} \otimes v)^{1}=u^{1} v^{3}-u^{3} v^{1}  \tag{85}\\
& (\mathbf{u} \otimes v)^{2}=u^{3} v^{2}-u^{2} v^{3}  \tag{86}\\
& (\mathbf{u} \otimes v)^{3}=u^{2} v^{1}-u^{1} v^{2} \tag{87}
\end{align*}
$$

for a pair of complex three-vectors $u$ and $v$. The algebraic conditions (62) and (63) for the $\sigma^{4}$ imply

$$
\begin{align*}
& \sigma^{1} \wedge \sigma^{1}=\sigma^{2} \wedge \sigma^{2}=0  \tag{88}\\
& \sigma^{1} \wedge \sigma^{2}=\sigma^{3} \wedge \sigma^{3}=i I \tag{89}
\end{align*}
$$

From these it follows that the $\sigma^{4}$ can be decomposed in terms of two real, null, one-forms $\kappa, \lambda$ and a complexcomplex conjugate pair $\mu, \bar{\mu}$,

$$
\begin{align*}
& \sigma^{2}=\sqrt{2} \kappa \wedge \mu  \tag{90}\\
& \sigma^{2}=\sqrt{2} \lambda \wedge \bar{\mu}  \tag{91}\\
& \sigma^{3}=i(\kappa \wedge \lambda+\mu \wedge \bar{\mu}) . \tag{92}
\end{align*}
$$

The metric is

$$
\begin{equation*}
d s^{2}=2 \kappa \lambda+2 \mu \bar{\mu} . \tag{93}
\end{equation*}
$$

This approach is well suited for the study of gravitational radiation problems. In fact, the null vector dual to $\kappa$ can be chosen to be a "principal null direction," 11 tangent to null geodesics representing gravitational rays by requiring $P^{1}=0$. This last condition can be met for any but the algebraically nondegenerate type I case.

Let us now fix $\Delta_{A B}$ say to have the value given in (73), and consider the possibility of representing two-form geometric quantities in terms of various representations of $l_{0}$. Such an $n$-dimensional representation can be specified in terms of matrices $T^{A}{ }_{\beta}, \alpha, \beta=1, \ldots, n$, whose matrix commutators have the $S^{A B}{ }_{c}$ for structure constants. In this case,

$$
\begin{equation*}
T^{A \alpha}{ }_{\mu} T^{B \mu}{ }_{B}-T^{B \alpha}{ }_{\mu} T^{A \mu}{ }_{B}=i \epsilon^{A B C} T^{C \alpha}{ }_{B} \tag{94}
\end{equation*}
$$

We can now use these matrices to represent the basis $\sigma^{A}$. First, let $\tau^{\alpha}{ }_{\beta}$ denote a matrix of two-forms lying in the linear matrix space spanned by the $T^{A}$, that is,

$$
\begin{equation*}
\tau_{B}^{\alpha}=\phi_{A} T^{A} \alpha_{B} \tag{95}
\end{equation*}
$$

for some (complex) two-forms $\phi_{A}$. It is now easy to see that a necessary and sufficient condition that the matrix $\tau^{\alpha}{ }_{B}$ provide a basis satisfying (62), (63), and (73) is that

$$
\begin{align*}
& \tau^{\alpha}{ }_{B} \wedge \tau^{\mu}{ }_{\nu}=t^{\alpha}{ }_{B}{ }_{\nu}{ }_{\nu},  \tag{96}\\
& \tau^{\alpha}{ }_{\beta} \wedge{\bar{\tau}{ }^{\mu}}_{\nu}=0, \tag{97}
\end{align*}
$$

where

$$
\begin{equation*}
t^{\alpha}{ }_{\beta}^{\mu}{ }_{\nu} \equiv \Delta_{A B} T^{A \alpha}{ }_{\beta} T^{B \mu}{ }_{\nu} . \tag{98}
\end{equation*}
$$

The quantities $t^{\alpha}{ }_{\beta}{ }^{\mu}{ }_{\nu}$ will be recognized as the components in this representation of the metric associated with the Killing inner product defined on semisimple Lie algebras. ${ }^{12}$ If we further restrict ourselves to faithful representations, it is clear then that (96), (97), and (98) are the conditions that $\tau^{\alpha}{ }_{B}$ be decomposable according to (95) into a basis for $F_{p}^{2}$ satisfying (62), (63), and (73).

The differential structure equations are now easy to write,

$$
\begin{equation*}
d \tau=-[\Gamma, \tau] \tag{99}
\end{equation*}
$$

which defines the connection forms $\Gamma=\left\{\Gamma^{\alpha}{ }_{\beta}\right\}$ in this representation and

$$
\begin{equation*}
d \Gamma-\frac{1}{2}[\Gamma, \Gamma]=i \mathrm{P} \cdot \tau \tag{100}
\end{equation*}
$$

which defines the Einstein curvature forms, $\mathbf{P}=\left\{P^{\alpha}{ }_{\beta}{ }^{\mu}{ }_{\nu}\right\}$. Again the satisfaction of the weakened Einstein equations is equivalent to the absence of the complex conjugate terms $\overline{\boldsymbol{T}}$ on the right-hand side of (100).

For example, consider the $S O(3, C)$ representation. In this formalism, we would represent the basis by $3 \times 3$ antisymmetric matrices of complex two-forms $\tau$. Because of the three-dimensional characteristic and the antisymmetry, however, we can go over to a three-vector formalism, $\sigma^{A}=\frac{1}{2} \epsilon^{A B C} \tau^{B}{ }_{c}$. This, of course, leads
directly to (78) and (79) above.
The basic representation of $l_{0}$ is, of course, the spinor one. Here $n=2$ and the bases are represented in terms of $2 \times 2$ matrices $\tau^{\alpha}{ }_{\beta}$ of complex two-forms belonging to the Lie algebra of $S L(2, C)$ and hence required to be traceless,

$$
\begin{equation*}
\tau_{\alpha}^{\alpha}=0 . \tag{101}
\end{equation*}
$$

This implies that there are only three independent components, say $\tau_{1}{ }_{1}, \tau^{1}{ }_{2}, \tau_{1}^{2}$ with $\tau^{2}{ }_{2}=-\tau_{1}{ }_{1}$. By using Pauli matrices for the $T^{A \alpha}{ }_{\beta}$, it is seen that the conditions (96), (97), and (98) reduce to

$$
\begin{align*}
& \tau_{1}^{1} \wedge \tau_{1}^{1}=(-i / 4) I,  \tag{102}\\
& \tau_{2}^{1} \wedge \tau_{1}^{2}=(-i / 2) I, \tag{103}
\end{align*}
$$

and all other products zero. Thus, these conditions are equivalent to (88) and (89), so that, again, the basis matrix $\tau^{\alpha}{ }_{\beta}$ can be decomposed into the radiation adapted one-form frame ( $\kappa, \lambda, \mu, \bar{\mu}$ ), as in (90), (91), and (92).

The differential structure equations are given by (99) and (100) in which the curvature is represented by the matrix $P^{\alpha}{ }_{\beta}{ }_{\nu}$. If we add the $R=0$ condition, the full set of algebraic conditions on this spinor representation of the Einstein curvature tensor becomes

$$
\begin{align*}
& P_{\beta}^{\alpha}{ }_{\beta}{ }_{\nu}=P_{\nu}^{\mu}{ }_{\nu}^{\alpha}{ }_{\beta},  \tag{104}\\
& P^{\alpha}{ }_{\alpha}^{\mu}{ }_{\nu}=P^{\alpha}{ }_{\beta}{ }_{\alpha}=0 . \tag{105}
\end{align*}
$$

By noting that the indices assume only the values 1,2 , it is easy to see that there are only five independent components for a $P^{\alpha}{ }_{B}{ }_{\nu}$, satisfying (104) and (105). Penrose ${ }^{3}$ has fully analyzed the properties of such a matrix in a manner analogous to that of Petrov for the $S O(3, C)$ representation, resulting in a "principal spinor" decomposition.

Finally, it should be noted that this formalism is well adapted to an extension in which the $F^{2}{ }_{p}$, or $l_{0}$, structure at each point is regarded as the geometric part of a larger structure. For example, $l_{0}$ can be imbedded in the conformal Lie algebra referring perhaps to electromagnetic or quantum mechanical symmetries. If the complex structure can similarly be imbedded, the purely differential structure equations, (70) and (71), can be naturally extended to a set involving a mixing of the geometry and the other symmetries. This problem will be considered in another paper.
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# Absence of trivial subrepresentations from tensor products of unitary representations of pseudo-orthogonal groups* 

S. A. Fulling ${ }^{\dagger}$<br>Physics Department, University of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201<br>(Received 1 March 1973; revised manuscript received 11 October 1973)

A unitary tensor product representation of the group $S O_{0}(1, n), n=2,3,4$, does not contain the trivial representation as a discrete direct summand unless each of the factors does.

## INTRODUCTION

The following question arose in the course of an investigation ${ }^{1}$ in quantum field theory: Can a tensor product representation ${ }^{2} D_{1} \otimes D_{2} \otimes \cdots \otimes D_{l}$, where each $D_{j}$ is a (continuous) unitary representation of the group $\mathrm{SO}_{o}(1, n)$, contain a vector which is invariant under the action of all the elements of the group? In other words, can the decomposition of such a representation into irreducible representations include the trivial (identity) representation? The answer is negative, at least for $n=2,3$, or 4 , unless each of the factor representations contains such an invariant vector (in which case the product of those vectors is invariant under the product representation).
This theorem can be applied to prove uniqueness of the vacuum ${ }^{3}$ in a quantum field theory invariant under the de Sitter group $S O_{0}(1,4)$, or in an analogous model of space-time dimension 2, invariant under $\mathrm{SO}_{0}(1,2)$. There ${ }^{4}$ one is led to construct a Fock space

$$
\begin{aligned}
& 7=\sum_{i=0}^{\infty} H_{l}, \\
& H_{0}=\mathbb{C}, \quad H_{1}=D, \quad H_{2}=D \otimes D, \cdots,
\end{aligned}
$$

where $D$ is a Hilbert space supporting an irreducible unitary representation (or ray representation) of $S O_{0}(1, n) . D$ is interpreted as the space of possible quantum states of a single particle. Since each $H_{n}$ is invariant under the natural action of $\mathrm{SO}_{0}(1, n)$, the theorem implies that the only invariant vectors in 7 are those in the one-dimensional subspace $H_{0}$, representing the state with no particles present.

The theorem will be proved first for $\mathrm{SO}_{0}(1,2)$ and then extended to the two next higher dimensions.

## TWO IRREDUCIBLE REPRESENTATIONS OF $S O_{0}(1,2)$

The irreducible unitary representations of $\mathrm{SO}_{0}(1,2)$ can be described in infinitesimal terms as follows. ${ }^{5}$ Let $J_{0}, J_{1}, J_{2}$ be the standard choice of basis for the Lie algebra of the group, and $Q=J_{1}{ }^{2}+J_{2}{ }^{2}-J_{0}{ }^{2}$ be the Casimir invariant operator. Each representation possesses a basis consisting of vectors $|q ; p\rangle$, where

$$
\begin{aligned}
& Q|q ; p\rangle=q|q ; p\rangle, \quad J_{0}|q ; p\rangle=p|q ; p\rangle, \\
& \left(J_{1} \pm i J_{2}\right)|q ; p\rangle=[q+p(p \pm 1)]^{1 / 2}|q ; p \pm 1\rangle .
\end{aligned}
$$

The fixed number $q$ parametrizes the representation (but does not determine it uniquely ${ }^{6}$, and the index $p$ labels the basis vectors within the representation. Besides the trivial representation ( $q=0, p=0$ ) there are representations corresponding to all positive values of $q$ (the continuous series) and to certain other values (the discrete
series). In each nontrivial representation the range of $p$ is a discrete set of points which extends by unit steps to infinity in at least one direction. These results are derived by observing that in a unitary representation the factors $[q+p(p \pm 1)]^{1 / 2}$ must be real numbers, and that the sequence of $p^{\prime} s$ in a representation can terminate only when one of these factors vanishes.

Theorem 1: Let $D_{1}$ and $D_{2}$ be any two irreducible unitary representations of $S O_{0}(1,2)$, not both trivial. Then $D_{1} \otimes D_{2}$ does not contain the trivial representation as a discrete direct summand.

Proof ${ }^{7}$ : The argument is analogous to Pukanszky's determination of the discrete representations which appear in the tensor product of two continuous representations. ${ }^{8}$ Let the values of the Casimir operator for $D_{1}$ and $D_{2}$ be $q_{1}$ and $q_{2}$, respectively. We must show that no vector

$$
\Psi=\sum_{p_{1}, p_{2}} a_{p_{1} p_{2}}\left|q_{1} ; p_{1}\right\rangle \otimes\left|q_{2} ; p_{2}\right\rangle \quad \text { (infinite sum) }
$$

in the tensor product space is annihilated by all the basis elements of the Lie algebra of the tensor product representation. (The latter have the form

$$
J_{i}=J_{i}^{\left(D_{1}\right)} \otimes 1+1 \otimes J_{i}^{\left(D_{2}\right)}
$$

in an obvious notation.) The condition $J_{0} \Psi=0$ implies that $\Psi$ is of the form

$$
\Psi=\sum_{p} a_{p}\left|q_{1} ; p\right\rangle \otimes\left|q_{2} ;-p\right\rangle
$$

Requiring that $\left(J_{1} \pm i J_{2}\right) \Psi=0$ leads (after taking a scalar product with each of the basis vectors) to the equations

$$
\begin{aligned}
& a_{p}\left[q_{1}+p(p+1)\right]^{1 / 2}+a_{p+1}\left[q_{2}+p(p+1)\right]^{1 / 2}=0 \\
& a_{p}\left[q_{2}+p(p+1)\right]^{1 / 2}+a_{p+1}\left[q_{1}+p(p+1)\right]^{1 / 2}=0
\end{aligned}
$$

These are consistent only if $q_{1}=q_{2}$, and one then has $a_{p+1}=-a_{p}$ for all $p$ in the range of $p$ in the representation $D_{1}$. [One must check points where the coefficient $q_{1}+p(p+1)$ vanishes; but these simply mark the boundary of the representation $D_{1}$.] It follows that nonvanishing $a$ 's satisfying $a_{p+1}=-a_{p}$ must extend to infinity in at least one direction. Consequently, the sequence $\left\{a_{p}\right\}$ is not square-summable; no normalizable invariant vector can exist.
Remark: The presence of an irreducible representation $D$ in a tensor product $D_{1} \otimes D_{2}$ is often detected by coupling the basis vectors of $D_{1}, D_{2}$, and $D^{-1 T}$ to form an invariant object, ${ }^{9}$ where $D^{-1 T}$ is the representation contragredient to $D$. In the case of $\mathrm{SO}_{0}(1,2)$ this technique has been used to calculate Clebsch-Gordan coefficients and matrix elements of tensorial operators. ${ }^{10}$ The principle involved is demonstrated in the proof of Theorem 1, where one succeeded in constructing an in-
variant from (and only from) two irreducible representations with the same value of $q$ and values of $p$ of opposite signs ${ }^{11}$; such representations are mutually contragredient. For the infinite-dimensional representations of noncompact groups the invariant is not normalizable, in general, and hence does not constitute a trivial subrepresentation of $D_{1} \otimes D_{2} \otimes D^{-1 T}$.

## MANY REDUCIBLE REPRESENTATIONS OF $S O_{0}(1,2)$

Theorem 2: Let $D_{f}(j=1, \ldots, l)$ be unitary representations of $S O_{0}(1,2)$, not all of which contain the trivial representation discretely. Then $D_{1} \otimes D_{2} \otimes \cdots \otimes D_{1}$ does not contain the trivial representation discretely.

Proof: Any representation, for instance $D_{i}$, is a direct integral ${ }^{12}$ of irreducible representations:

$$
D_{i}=\int^{\oplus} d \nu(s)\left[j_{s}^{(\nu)} \cdot D(s)\right]
$$

Here $D(s)$ ranges over the inequivalent irreducible representations, which are labeled by a parameter $s ; \nu$ is a measure on the space of allowed values of $s ; j_{s}^{(\nu)}$ is the multiplicity (which may be countable infinity) with which $D(s)$ occurs in $D_{l}$; and $[j \cdot D]$ denotes the direct sum of $j$ copies of the representation $D$ :

$$
[j \cdot D]=D \oplus \cdots \oplus D \quad(j \text { terms })
$$

We use such notations as $D_{i}$ and $[j \cdot D]$ to stand both for a representation in the abstract sense and for the Hilbert space in which the representation acts. In the latter sense an element of a direct integral $\int^{\oplus} \frac{1 \nu(s) H(s)}{}$ is a function $f(s)$ taking values in $H(s)$ which is squareintegrable with respect to $\nu$ :

$$
\int d \nu(s)\|f(s)\|^{2} H(s)<\infty
$$

(We shall always realize the Hilbert spaces as generalized $L^{2}$-spaces in this way.) In particular, a member of $D_{l}$ can be thought of as a function $f\left(s, i_{s}^{(\nu)}, p^{(s)}\right)$, where $i_{s}^{(\nu)}$ is an integer in the range $1 \leqslant i_{s}^{(\nu)} \leqslant j_{s}^{(\nu)}$ and, for fixed $s$ and $i_{s}^{(\nu)}, f\left(s, i_{s}^{(\nu)}, p^{(s)}\right)$ is the coefficient of an element of the representation space $D(s)$ with respect to a basis of eigenvectors of $J_{0}$. (Such coefficients were abbreviated as $a_{p}$ above.) If the support of $\nu(s)$ consists of discrete points, the direct integral is an ordinary direct sum. All the discussion below may be rephrased in terms of the spectral analysis of the operators $Q$ and $J_{0}$ in the various representation spaces.

We now prove the theorem by induction. (The major step is from irreducible to reducible representations, after which the extension to more than two factors is immediate.) Theorem 1 says that the product of two irreducible representations, $D(r)$ and $D(s)$, has a direct integral decomposition

$$
\begin{equation*}
D(r) \otimes D(s)=\int^{\oplus} d \omega_{r, s}(t)\left[j_{t}^{(\omega)} \cdot D(t)\right] \tag{1}
\end{equation*}
$$

in which $t_{0}$, the value of $t$ corresponding to $q=0$ and $p=0$ (the trivial representation), does not appear as a discrete point [i.e., $\omega_{r s}\left(\left\{t_{0}\right\}\right)>0$ is not true, where $\left\{t_{0}\right\}$ is the set whose only member is $t_{0}$ ]. We assume that this statement has been extended to a tensor product of $l-1$ factors ( $l \geqslant 2$ ), which may themselves be reducible (direct integrals). Thus

$$
D_{1} \otimes \cdots \otimes D_{l-1}=\int^{\oplus} d \mu(r)\left[j_{r}^{(u)} \cdot D(r)\right]
$$

where the same restriction with regard to the trivial representation holds. Then we have

$$
\begin{align*}
D_{1} \otimes & \cdots \otimes D_{i} \\
& =\left\{\int^{\oplus} d \mu(r)\left[j_{r}^{(\mu)} \cdot D(r)\right]\right\} \otimes\left\{\int^{\oplus} d \nu(s)\left[j_{s}^{(\nu)} \cdot D(s)\right]\right\} \\
& =\int^{\oplus} d \mu(r) d \nu(s)\left[\left(j_{r}^{(\mu)} j_{s}^{(\nu)}\right) \cdot(D(r) \otimes D(s))\right] . \tag{2}
\end{align*}
$$

The associative law used here is obvious if the direct integrals are direct sums; that it holds in general is most easily seen by observing ${ }^{13}$ that the elements of the space on either side of the equality sign are functions of the type $f\left(r, s, i_{r}^{(u)}, i_{s}^{(\nu)}, p^{(r)}, p^{(s)}\right)$.

Combining Eqs. (1) and (2), we have

$$
\begin{align*}
D_{1} \otimes \cdots \otimes D_{i}= & \int^{\oplus} d \mu(r) d \nu(s) d \omega_{r, s}(t) \\
& \times\left[\left(j_{r}^{(\mu)} j_{s}^{(\nu)} j_{t}^{(\omega)}\right) \cdot D(t)\right] \tag{3}
\end{align*}
$$

An element of this space is of the form

$$
f\left(r, s, t, i_{r}^{(\mu)}, i_{s}^{(\nu)}, i_{t}^{\left(\omega_{r}, s^{\prime}\right.}, p^{(t)}\right)
$$

If this vector is different from zero in the $L^{2}$-space sense, then, for some set of values ( $r, s$ ) with positive measure, the functions $f(r, s, t, \cdots)$ with fixed $r$ and $s$ are nonzero on sets of positive measure in $t$. Hence it is impossible that $f$ could have its support concentrated at $t=t_{0}$-which was to be proved. An intuition for this part of the proof can be acquired by imagining the integrals in Eq. (3) replaced by direct sums; then one would just "collect terms" corresponding to each value of $t$ and observe that $t_{0}$ is never present.

The proof of Theorem 2 involves only the general properties of direct integrals. Consequently, it applies, with appropriate changes in notation, to any Type I group (see Ref. 12) for which the analog of Theorem 1 can be proved.

## REPRESENTATIONS OF $\mathrm{SO}_{0}(1, n)$

By arguments closely analogous to those just given for $\mathrm{SO}_{0}(1,2)$, the corresponding theorems can be proved for $S O_{0}(1,3)$ and $S O_{0}(1,4)$, on the basis of explicit formulas for the irreducible representations of their Lie algebras. A rather obvious conjecture is that the conclusions are valid for all $\mathrm{SO}_{0}(1, n)$.

Theorem 3: Let $D_{j}(j=1, \ldots, l)$ be unitary representations of $S O_{0}(1, n), n=2,3$, or 4 , not all of which contain the trivial representation discretely. Then $D_{1} \otimes D_{2} \otimes \cdots$ $\otimes D_{l}$ does not contain the trivial representation discretely.

Proof for $\mathrm{SO}_{0}(1,3)$ : The representations of the Lie algebra corresponding to irreducible unitary group representations are given by Naimark. ${ }^{14}$ For brevity only the information directly relevant to the proof will be cited here. There are six independent generators, $H_{j}$ and $F_{j}, j=1,2,3$; the $H_{j}$ generate a subgroup isomorphic to $S O(3)$. [Under the usual physical interpretation of $S O_{0}(1,3)$ the $H_{f}$ generate rotations and the $F_{f}$ generate Lorentz boosts.] The irreducible unitary representations are labeled by pairs of numbers ( $c, k_{0}$ ), where (among other restrictions) $k_{0}$ is a nonnegative
integer. The most general vector in a representation $D \equiv\left(c, k_{0}\right)$ has the form

$$
\sum_{k=k_{0}}^{\infty} \sum_{m=-k}^{k} a_{k m}|D ; k, m\rangle
$$

where

$$
\begin{aligned}
& H_{3}|D ; k, m\rangle=m|D ; k, m\rangle \\
& \left(H_{1} \pm i H_{2}\right)|D ; k, m\rangle=[k(k+1)-m(m \pm 1)]^{1 / 2}|D ; k, m \pm 1\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
F_{3}|D ; k, m\rangle= & {\left[k^{2}-m^{2}\right]^{1 / 2} C(D ; k)|D ; k-1, m\rangle } \\
& -m A(D ; k)|D ; k, m\rangle \\
& -\left[(k+1)^{2}-m^{2}\right]^{1 / 2} C(D ; k+1)|D ; k+1, m\rangle,
\end{aligned}
$$

with similar formulas for $F_{1} \pm i F_{2}$. Here

$$
\begin{aligned}
& A\left(c, k_{0} ; k\right)=i c k_{0} /[k(k+1)], \\
& C\left(c, k_{0} ; k\right)=i k^{-1}\left[\left(k^{2}-k_{0}^{2}\right)\left(k^{2}-c^{2}\right) /\left(4 k^{2}-1\right)\right]^{1 / 2}
\end{aligned}
$$

Following the proof of Theorem 1, we consider the general vector in the tensor product of two irreducible representations, $D_{1} \otimes D_{2}$ :
$\Psi=\sum_{k_{1}=k_{01}}^{\infty} \sum_{m_{1}=-k_{1}}^{k_{1}} \sum_{k_{2}=k_{02}}^{\infty} \sum_{m_{2}=-k_{2}}^{k_{2}} a_{k_{1} m_{1} k_{2} m_{2}}\left|D_{1} ; k_{1}, m_{1}\right\rangle$

$$
\otimes\left|D_{2} ; k_{2}, m_{2}\right\rangle
$$

If $\Psi$ is invariant, it must be annihilated, in particular, by $H_{3}$ and $H_{ \pm}$. Hence one sees, by direct verification or by knowledge of the $S O(3)$ Clebsch-Gordan coefficient

$$
\left\langle k_{1} k_{2} m_{1} m_{2} \mid 00\right\rangle=(-1)^{k_{1}+m_{1}}\left(2 k_{1}+1\right)^{-1 / 2} \delta_{k_{1} k_{2}} \delta_{m_{1},-m_{2}}
$$

that

$$
\Psi=\sum_{k=k_{0}}^{\infty} a_{k}(2 k+1)^{1 / 2}\left|D_{1}, D_{2} ; k, 0\right\rangle
$$

where

$$
\begin{aligned}
& \left|D_{1}, D_{2} ; k, 0\right\rangle \\
& \quad=(2 k+1)^{-1 / 2} \sum_{m=-k}^{k}(-1)^{m}\left|D_{1} ; k, m\right\rangle \otimes\left|D_{2} ; k,-m\right\rangle
\end{aligned}
$$

We operate upon this vector with

$$
F_{3}=F_{3}^{\left(D_{1}\right)} \otimes 1+1 \otimes F_{3}^{\left(D_{2}\right)}
$$

obtaining, after some redefinition of summation indices,

$$
\begin{aligned}
F_{3} \Psi= & \sum_{k=k_{0}}^{\infty} \sum_{m=-k}^{k}(-1)^{m} \\
& \times\left\{[ k ^ { 2 } - m ^ { 2 } ] ^ { 1 / 2 } \left[C\left(D_{1} ; k\right) a_{k}\right.\right. \\
& \left.-C\left(D_{2} ; k\right) a_{k-1}\right]\left|D_{1} ; k-1, m\right\rangle \otimes\left|D_{2} ; k,-m\right\rangle \\
& -m a_{k}\left[A\left(D_{1} ; k\right)-A\left(D_{2} ; k\right)\right]\left|D_{1} ; k, m\right\rangle \otimes\left|D_{2} ; k,-m\right\rangle \\
& -\left[k^{2}-m^{2}\right]^{1 / 2}\left[C\left(D_{1} ; k\right) a_{k-1}\right. \\
& \left.\left.-C\left(D_{2} ; k\right) a_{k}\right]\left|D_{1} ; k, m\right\rangle \otimes\left|D_{2} ; k-1,-m\right\rangle\right\} .
\end{aligned}
$$

Every coefficient in this expansion must vanish if $\Psi$ is invariant; hence

$$
A\left(D_{1} ; k\right)=A\left(D_{2} ; k\right)
$$

$$
\begin{aligned}
& C\left(D_{1} ; k\right) a_{k}=C\left(D_{2} ; k\right) a_{k-1} \\
& C\left(D_{2} ; k\right) a_{k}=C\left(D_{1} ; k\right) a_{k-1}
\end{aligned}
$$

It follows that $C\left(D_{1} ; k\right)=C\left(D_{2} ; k\right)$ and, most importantly, that $a_{k}=a_{k=1}$ unless $C\left(D_{1} ; k\right)=0$. (The formulas for $A$ and $C$ then imply that $k_{01}=k_{02} \leqslant k_{0}$ and $c_{1}=c_{2}$; i. e., $D_{1}=D_{2}$.)

For a nontrivial unitary representation ( $c_{1}$ imaginary or $\left.\left|c_{1}\right|<1\right)$, we have $C\left(c_{1}, k_{01} ; k\right)=0$ only when $k=k_{01}$. Thus the coefficient $a_{k}$ has the same value for all $k$ in the representation ( $k \geqslant k_{0}=k_{01}$ ). Since the vectors $\left|D_{1}, D_{2} ; k, 0\right\rangle$ are normalized, the "norm" (squared) of $\Psi$ is

$$
\sum_{k=k_{0}}^{\infty}\left|a_{k}\right|^{2}(2 k+1)=\infty
$$

and $\Psi$ is not in the Hilbert space. This establishes the analog of Theorem 1.

The argument of Theorem 2 now applies to complete the proof.

Proof for $\mathrm{SO}_{0}(1,4)$ : Since the ideas are the same as before but the explicit formulas become voluminous, we simply outline the argument. The representations are given in a convenient form by Ström. ${ }^{15}$ There are ten generators: the $M_{j}(j=1,2,3)$ generate $\mathrm{SO}(3)$, the $P_{j}$ and $M_{j}$ generate $\mathrm{SO}(4)$, the $N_{j}$ and $M_{j}$ generate $\mathrm{SO}_{0}(1,3)$, and $P_{0}$ (which commutes with the $M_{j}$ ) completes the Lie algebra. The basis vectors of an irreducible representation $D$ of $S O_{0}(1,4)$ are $|D ; n, l ; j, m\rangle$, where $j$ and $m$ are $\mathrm{SO}(3)$ indices, and $n$ and $l$ label representations of SO(4). ${ }^{16}$

The normalized SO(4)-invariant vectors in a tensor product of two $S O_{0}(1,4)$ representations are of the form

$$
\begin{aligned}
&\left(l^{2}-n^{2}\right)^{-1 / 2} \sum_{j=|n|}^{l-1} \sum_{m=-j}^{j}(-1)^{j+m}\left|D_{1} ; n, l ; j, m\right\rangle \\
& \otimes\left|D_{2} ; n, l ; j,-m\right\rangle
\end{aligned}
$$

[Since the structure of the representation formulas for $S O(4)$ is very similar to that for $S O_{0}(1,3)$, this result can almost be read off from our considerations above on the construction of $S O_{0}(1,3)$ invariants. ] The most general vector $\Psi$ in the tensor product is a linear combination of such vectors (summed over $l$ and $n$ ), with coefficients which we may denote $a_{n l}\left(l^{2}-n^{2}\right)^{1 / 2}$.

One operates on $\Psi$ with $P_{0}$ [as given by Ref. 15, Eq. (3.3), with identities among the coefficients stated on p. 458], and requires in the result that the coefficients of linearly independent basis vectors vanish. Just as in the lower-dimensional cases, one concludes that $\left|a_{n}\right|$ $=\left|a_{n, l+1}\right|=\cdots$ for infinitely many values of the $l$ index. Thus an invariant vector cannot exist with a finite norm,

$$
\|\Psi\|^{2}=\sum_{l, n}\left|a_{n l}\right|^{2}\left(l^{2}-n^{2}\right) .
$$
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#### Abstract

In the moment formulation, the direct-interaction approximation equations have been derived by developing perturbation about three different states: the laminar flow (Wyld), a turbulent flow (Kraichnan), and the Gaussian random process (Phythian). Along the parallel line, the pertubation theories in the distribution function formulation have also been developed about the same three states: the laminar flow (Balescu-Senatorski), a turbulent flow (Herring), and the Gaussian random process (Edwards). Herring's modal energy and averaged Green's equations are the basic turbulence equations of the distribution function formalism. The modal energy equation, however, represents the simultaneous-time limit of Kraichnan's covariance equation. This paper provides a unified statistical mechanical framework for the three turbulence theories of the distribution function formalism. We have first revised the derivation of Balescu and Senatorski and then presented an alternate method for Herring's self-consistent-field approximation in terms of the action-angle variables. Finally, we have shown that Edwards' theory cannot give the totally correct stationary dynamics because it is not possible to uniquely determine the dynamic friction and diffusion coefficient in the distribution function formulation.


## 1. INTRODUCTION

Shortly after Kraichnan ${ }^{1,2}$ presented the direct-interaction approximation (DIA) equations, $\mathrm{Wyld}^{3}$ has demonstrated an alternate derivation by first developing perturbation about the laminar flow and then consolidating certain classes of the expansion terms of all orders. The DIA is the moment formulation, thereby addressing itself to the covariance evolution. Instead, it is also possible, and equivalent in a limited sense, to evolve the distribution function of fictitious eddy particles as in statistical mechanics. For the Liouville equation for the eddy motion, Herring ${ }^{4,5}$ has devised the self-con-sistent-field approximation (SCFA), thereby obtaining the modal energy and averaged Green's equations. The SCFA equations represent the simultaneous-time limit of the DIA equations. The main point of this paper is to show that the theory of Balescu and Senatorski ${ }^{6}$ rederives the SCFA equations by the laminar perturbation and renormalization. Hence, it bears the same relation to Herring's SCFA as does Wyld's theory to Kraichnan's DIA in the moment formulation.

Balescu and Senatorski begin with the triad-interaction representation of homogeneous turbulence and resolve the velocity field variables into action-angle coordinates (Sec. 2). The advantages of the action-angle representation are twofold: Only the reduced distribution function averaged over all angle variables enters into the isotropic turbulence theory (Sec. 3), and the nonlinear interaction is elegantly expressed by the transition matrix (Sec. 4). The disadvantage, however, is that it cannot represent the Gaussian random process. ${ }^{7}$ At this point, we introduce the important ingredient of nonequilibrium statistical mechanics developed by the Brussels ${ }^{7}$ school. It is the general kinetic equation. We shall show by a simple derivation that it represents an elaborate rearrangement of the Liouville equation under iterative perturbation (Sec. 5).

The kinetic equation is derived formally and hence applies in principle to the turbulent eddy motion as well as the statistical mechanical systems. We must, however, recognize the divergence of fluid turbulence from the classical many-body problems (Sec. 6). (i) In the homogeneous turbulence, we have artificially created the
concept of discrete, denumerable degrees of freedom corresponding to the Fourier modes. Since the number of Fourier modes in a box volume $L^{3}$ is also proportional to $L^{3}$, the number of eddy particles and the box size are not independent. Hence, the thermodynamic limit [i.e., the concentration ( $N / L^{3}$ ) being finite as the number of particles $N \rightarrow \infty$ and the volume $L^{3} \rightarrow \infty$ ] has no important part in the turbulence theory. (ii) In the classical statistical mechanics, the distribution function may be factorized as a consequence of molecular chaos. In the homogeneous turbulence, however, the factorization is implied by Kraichnan's weak-dependence hypothesis. ${ }^{2}$ Kinematically, in the limit as $L \rightarrow \infty$, homogeneity requires the Fourier modes to be statistically independent just as stationarity demands the random process to have orthogonal increments. (iii) For the fully developed turbulence theory, we can suppress the destruction fragments which represent relaxation of the initial correlation by means other than the triad interactions. This is indeed in accordance with Kraichnan's maximal-randomness hypothesis. ${ }^{2}$ (iv) The renormalization requires a new ingredient called the Green's operator. Since the theory of the Brussels school does not involve the explicit formulation for the Green's operator equation, Balescu and Senatorski have guessed at it from the nonlinear interaction diagram. Here we derive the Green's operator equation from the kinetic equation.

The kinetic equation together with the Green's operator equation provide a sufficiently general basis for deriving the modal energy and averaged Green's equations. Upon renormalization, they agree with the SCFA equations (Sec. 7). Renormalization calls for establishing one-to-one correspondence between the consolidated term and a class of perturbation terms. This tedious renormalization may be avoided by developing perturbation about a turbulent flow which has the same Green's operator as the actual turbulent flow (Sec. 8). Herring's SCFA also relies on this sort of perturbation scheme (Sec. 9).

The covariance of the DIA involves the two independent time arguments, say $t$ and $t$, so that we can evolve the covariance in the entire $t-t^{\prime}$ plane. In the
distribution function formalism, the covariance is defined in terms of the reference and difference times. Since the reference time runs along $t=t^{\prime}$, the evolution of the modal energy is restricted to the diagonal of the $t-t^{\prime}$ plane. More specifically, the modal energy equation represents the simultaneous-time limit of Kraichnan's covariance equation. We cannot directly recover the DIA equations from the Liouville equation. This is the inherent limitation of the distribution function formalism (Sec. 8B). A further limitation shows up in Edwards' theory ${ }^{8}$ of stationary turbulence dynamics. There we cannot simultaneously determine the dynamic friction and diffusion coefficient. This is why Edwards' theory yields the dynamic friction with a relaxation factor different from Herring's SCFA (Appendix B).
Diagrams are used in this paper only as a shorthand notation for bulky mathematical expressions. Hence, we do not execute any algebraic operation with the diagrams.

## 2. EQUATIONS OF EDDY MOTION

The Navier-Stokes equations describe the motion of fluids as continuum. In the homogeneous flow, we can formally decompose the continuum dynamics into an equivalent many-degrees-of-freedom problem by Fourier analyzing the velocity field in a box of side $L$ :

$$
\begin{equation*}
U_{i}(\mathbf{x}, t)=\left(\frac{2 \pi}{L}\right)^{3 / 2} \sum_{\mathbf{x}} U_{i}(\mathbf{k}, t) \exp (i \mathbf{k} \cdot \mathbf{x}) \tag{2.1}
\end{equation*}
$$

where

$$
\mathbf{k}=\frac{2 \pi}{L} \mathbf{n}, \quad \mathbf{n}=\left(\begin{array}{l}
n_{x} \\
n_{y} \\
n_{z}
\end{array}\right), n_{x}, n_{y}, n_{z}=\text { all integers }
$$

Then, the incompressible Navier-Stokes equations will give rise to the Fourier-amplitude equations which are infinitely coupled through the convolution sum

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\nu k^{2}\right) U_{i}(\mathbf{k}, t) \\
& =-i\left(\frac{2 \pi}{L}\right)^{3 / 2} k_{j} P_{i n}(\mathbf{k}) \sum_{\mathbf{k}=\mathrm{p}+q} U_{n}(\mathrm{p}, t) U_{j}(\mathbf{q}, t) \tag{2.2}
\end{align*}
$$

where $\nu$ is the kinematic viscosity and $P_{i j}(\mathrm{k})=\delta_{i j}-k_{i} k_{j} /$ $k^{2}$. Since the incompressibility $k_{i} U_{i}(\mathrm{k}, t)=0$ restricts the motion to a plane perpendicular to the wave vector k , we may span $U_{i}(\mathrm{k})$ by polarization vectors ${ }^{6}$

$$
\begin{equation*}
U_{i}(\mathbf{k}, t)=\sum_{u=1,2} \epsilon_{i}^{u}(\mathbf{k}) u^{\mu}(\mathbf{k}, t) . \tag{2.3}
\end{equation*}
$$

By definition, the polarization vectors $\epsilon^{\mu}(\mathbf{k})$ are perpendicular to $\mathbf{k}, k_{i} \epsilon_{i}^{\mu}(\mathbf{k})=0$, and orthonormal $\epsilon_{i}^{\mu}(\mathbf{k}) \epsilon_{i}^{\prime \prime}(\mathbf{k})=\delta_{\mu \nu}$. Further, the orthonormal vectors $\left(\epsilon^{1}(\mathbf{k}), \epsilon^{2}(\mathbf{k}), \mathbf{k} / k\right)$ satisfy the identity $\sum_{u} \epsilon_{i}^{\mu}(\mathbf{k}) \epsilon_{j}^{u}(\mathbf{k})$ $=P_{i j}(\mathrm{k})$. Upon introducing (2.3) into (2.2), we obtain the equations of eddy motion involving the three-Fourier-mode interactions

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\nu k^{2}\right) u^{\mu}(\mathbf{k}, t) \\
& =-i\left(\frac{2 \pi}{L}\right)^{3 / 2} \sum_{\lambda, \rho} \sum_{\mathrm{x}=\mathrm{p}+\mathrm{q}} \phi_{\mathbf{r} \mid \mathrm{p}, \mathrm{Q}}^{u\left(\lambda_{p}, \rho\right.} u^{\lambda}(\mathrm{p}, t) u^{\rho}(\mathbf{q}, t), \tag{2.4}
\end{align*}
$$

where the coupling coefficient is

$$
\left.\phi_{\mathbf{k}}^{\mu}\right|_{\mid p, q} ^{\lambda, q}=\left[\mathbf{k} \cdot \epsilon^{\rho}(\mathbf{q})\right]\left[\epsilon^{\mu}(\mathbf{k}) \cdot \epsilon^{\lambda}(\mathbf{p})\right] .
$$

We have documented ${ }^{9,10}$ the advantages of the triadinteraction representation (2.4) over the Fourier-amplitude form (2.2); hence it needs no further elaboration here.
In the remainder of this section, we put (2.4) in an alternate form convenient for the statistical mechanical formulation. Because of the reality requirement $u^{u^{*}}(\mathrm{k})$ $=u^{\mu}(-\mathrm{k})$, we may rewrite the convolution sum as

$$
\begin{align*}
\sum_{\mathbf{k}=\boldsymbol{p}+\mathbf{q}} & u^{\lambda}(\mathrm{p}) u^{\rho}(\mathbf{q}) \\
& =\sum_{\mathbf{p}}^{\mathrm{p}<\mathbf{k}} u^{\lambda}(\mathrm{p}) u^{\rho}(\mathbf{k}-\mathbf{p})+\sum_{\mathrm{p}>k}^{+} u^{\lambda}(\mathrm{p}) u^{\rho *}(\mathrm{p}-\mathbf{k}) \\
& +\sum_{\mathbf{p}}^{+} u^{\lambda *}(\mathbf{p}) u^{\rho}(\mathbf{k}+\mathbf{p}), \tag{2.5}
\end{align*}
$$

where $\sum_{p}^{+}$implies the sum over all $\mathrm{p}>0$. Splitting (2.4) into the real and imaginary parts by $u^{\mu}(\mathbf{k})=v^{\mu}(\mathrm{k})$ $+i w^{u}(\mathbf{k})$, we obtain the equations with the positive wave vector domain ( $k>0$ )

$$
\begin{aligned}
& \left(\frac{\partial}{\partial t}+\nu k^{2}\right)\binom{v^{u}(\mathbf{k})}{w^{u}(\mathbf{k})}=\left(\frac{2 \pi}{L}\right)^{3 / 2} \sum_{\lambda, \rho} \sum_{D}^{+}
\end{aligned}
$$

where

$$
s(k-p)= \begin{cases}k-p, & k>p \\ p-k, & k<p\end{cases}
$$

and

$$
s w^{\rho}(s(\mathbf{k}-\mathbf{p}))= \begin{cases}w^{o}(\mathbf{k}-\mathbf{p}), & \mathbf{k}>\mathbf{p} \\ -w^{\rho}(\mathbf{p}-\mathbf{k}), & \mathbf{k}<\mathbf{p}\end{cases}
$$

Since $v^{\mu}$ and $w^{\mu}$ are the 2D Cartesian coordinates, we may transform them to a sort of polar coordinates known as action-angle variables

$$
\begin{gather*}
v^{u}(\mathbf{k})=\eta_{\mathbf{k}, u}^{1 / 2} \cos 2 \pi \xi_{\mathbf{k}, u},  \tag{2.7}\\
w^{\mu}(\mathbf{k})=\eta_{\mathbf{k}, u}^{1 / 2} \sin 2 \pi \xi_{\mathbf{k}, u} .
\end{gather*}
$$

Therefore, the triad-interaction representation in action-angle variables becomes

$$
\begin{aligned}
& \dot{\eta}_{\mathbf{k}, u}+2 \nu k^{2} \eta_{k, u} \\
& =-2(2 \pi / L)^{3 / 2} \sum_{\lambda, \rho} \sum_{p}^{+}\left\{\begin{array}{l}
\phi_{\mathbf{k} \mid \bar{p}, s(\hat{K}-p)}^{u \mid \lambda, ~} \eta_{s(k-p), \rho}^{1 / 2} \sin 2 \pi A
\end{array}\right. \\
& \left.+\phi_{\mathbf{k}}^{u(\boldsymbol{p},(\mathbf{k + p})} \underset{(\mathbf{k}+\mathrm{p}), \rho}{1 / 2} \sin 2 \pi B\right\} \eta_{\mathbf{p}, \lambda}^{1 / 2} \quad \eta_{\mathbf{k}, \mu}^{1 / 2},
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\left.\phi_{\mathbf{k}}^{\mu}\right|_{p,(k+p)} ^{\lambda,( }\right) \eta_{(\mathbf{k}+p), \rho}^{1 / 2} \cos 2 \pi B\right\} \eta_{p, \lambda}^{1 / 2} \eta_{\mathbf{k}, 4}^{-1 / 2}, \tag{2.8}
\end{align*}
$$

where the dot denotes $\partial / \partial t$ and $A=\xi_{k, u}-\xi_{\mathrm{p}, \mathrm{\lambda}}-s \xi_{s(1-\mathrm{p}), \mathrm{p}}$ and $B=\xi_{k, u}+\xi_{p, \lambda}-\xi_{k+p, \rho}$. Note that the above differs from Eq. (2.10) of Ref. 6 by the factor $2(2 \pi / L)^{3 / 2}$. Be-
cause of the square root, the action variable itself represents the modal energy (divided by density)

$$
\begin{equation*}
\eta_{\mathbf{k}, \mu}=v^{u}(\mathbf{k})^{2}+w^{\mu}(\mathbf{k})^{2} \tag{2.9}
\end{equation*}
$$

The action-angle variables are canonical in classical mechanics. In the inviscid limit, (2.8) obeys the Liouville theorem

$$
\begin{equation*}
\frac{\partial \dot{\eta}_{\mathbf{k}, \mu}}{\partial \eta_{\mathbf{k}, u}}+\frac{\partial \dot{\xi}_{\mathbf{k}, \mu}}{\partial \xi_{\mathbf{k}, \mu}}=0 \tag{2.10}
\end{equation*}
$$

implying invariance of the measure of a point set in the phase space.

## 3. THE LIOUVILLE EQUATION

In the phase space spanned by $\eta=\left\{\eta_{\mathbf{r}, \mu}\right\}$ and $\xi=\left\{\xi_{\mathbf{k}, \mu}\right\}$, the evolution of the distribution function $F(\eta, \xi, t)$ is governed by the continuity equation

$$
\begin{equation*}
\frac{\partial F}{\partial t}=L F \tag{3.1}
\end{equation*}
$$

where the Liouville operator is

$$
L=-\sum_{\mathbf{k}}^{+} \sum_{u}\left\{\frac{\partial}{\partial \eta_{\mathbf{k}, u}} \dot{\eta}_{\mathbf{k}, u}+\frac{\partial}{\partial \xi_{\mathbf{k}, u}} \dot{\xi}_{\mathbf{k}, u}\right\}
$$

Because of (2.10), we can therefore reduce (3.1) to the so-called Liouville equation

$$
\begin{equation*}
\frac{\partial F}{\partial t}=-\sum_{\mathbf{k}}^{+} \sum_{u}\left\{\dot{\eta}_{\mathbf{k}, u} \frac{\partial}{\partial \eta_{\mathbf{k}, u}}+\dot{\xi}_{\mathbf{k}, u} \frac{\partial}{\partial \xi_{\mathbf{k}, u}}\right\} F \tag{3.2}
\end{equation*}
$$

Since it is not any more advantageous to use (3.2) than (3.1), we shall directly work with (3.1) and hereafter call it the Liouville equation. The flow system may be rendered conservative by suppressing the viscous effect: Either drop the viscous term altogether or counteract the dissipation by external forces. The measure of $F$ is time-invariant for conservative systems; we may then normalize $F$ for all $t$

$$
\begin{equation*}
\int d \eta \int d \xi F(\eta, \xi, t)=1 \tag{3.3}
\end{equation*}
$$

Let us expand the distribution function with respect to the periodic angle variables:

$$
\begin{equation*}
F(\eta, \xi, t)=\sum_{\{m\}} f_{\{m\}}(\eta, t) \exp (i 2 \pi m \xi) \tag{3.4}
\end{equation*}
$$

where $\{m\}$ represents the set of all integers
$\left\{\ldots, m_{\mathbf{k}, \mu}, \ldots\right\}$ and $m \xi=\sum_{\mathbf{k}}^{+} \sum_{u} m_{\mathbf{k}, \mu} \xi_{\mathbf{k}, \mu}$. Multiplying (3.4) by $\exp \left(-2 i \pi m^{\prime} \xi\right)$ and integrating over all $\xi$, we find that $f_{\{m)}(\eta, t)$ are the Fourier coefficients. In
particular, we have

$$
\begin{equation*}
f_{(0)}(\eta, t)=\int d \xi F(\eta, \xi, t) \tag{3.5}
\end{equation*}
$$

That is, $f_{(0)}(\eta, t)$ is a reduced distribution. We shall show presently that it plays the central role in the isotropic turbulence theory.

## Isotropic energy spectrum

In the homogeneous field, the spectral tensor is defined by

$$
\begin{equation*}
\Phi_{i j}(\mathbf{k}, t)=\overline{U_{i}^{*}(\mathbf{k}, t) \overline{U_{j}(\mathbf{k}, t)}, .} \tag{3.6}
\end{equation*}
$$

where the overbar denotes ensemble average. In terms of the action-angle variables, we find that

$$
\begin{align*}
& U_{i}^{*}(\mathbf{k}) U_{j}(\mathbf{k}) \\
& \quad=\sum_{u, \nu} \epsilon_{i}^{\mu}(\mathbf{k}) \epsilon_{j}^{\nu}(\mathbf{k}) \eta_{\mathbf{k}, u}^{1 / 2} \eta_{\mathbf{k}, \nu}^{1 / 2} \exp \left[-i 2 \pi\left(\xi_{\mathbf{k}, u}-\xi_{\mathbf{k}, \nu}\right)\right] \tag{3.7}
\end{align*}
$$

Therefore, by averaging over the distribution function (3.4), the spectral tensor takes the form

$$
\begin{align*}
\Phi_{i j}(\mathbf{k})= & \sum_{\mu} \epsilon_{i}^{\mu}(\mathbf{k}) \epsilon_{j}^{\mu}(\mathbf{k}) \int d \eta \eta_{\mathbf{k}, u} f_{(0)}(\eta, t) \\
& +\sum_{u \neq \nu} \epsilon_{i}^{\mu}(\mathbf{k}) \epsilon_{j}^{\nu}(\mathbf{k}) \int d \eta \eta_{\mathbf{k}, \mu}^{1 / 2} \eta_{\mathbf{k}, \nu}^{1 / 2} \\
& \times f_{\left(\mathbf{1}_{\mathbf{k}, u},-1 \mathbf{k}, u^{\prime}\right.}(\eta, t) \tag{3.8}
\end{align*}
$$

where $\left\{1_{k, \mu},-1_{\mathbf{k}, \nu}\right\}=\left\{\ldots, 0, m_{k, \mu}=1, m_{k, \nu}=-1,0, \ldots\right\}$. Denote the first integral of (3.8) by

$$
\begin{equation*}
I_{\mathbf{k}, u}(t)=\int d \eta \eta_{\mathbf{r}, u} f_{\{0\}}(\eta, t) \tag{3.9}
\end{equation*}
$$

Let us now suppose that
(i) $\int d \eta \eta_{\mathbf{k}, u}^{1 / 2} \eta_{\mathbf{k}, \nu}^{1 / 2} f_{\left\{1_{\mathbf{k}, u},-\mathbf{1}_{\mathbf{k}, \nu}\right\}}(\eta, t)=0 \quad(\mu \neq \nu),(3.10 \mathrm{a})$
(ii) $I_{\mathbf{k}, u}(t)$ are independent of $\mu$,
(iii) $I_{\mathbf{k}, u}(t)$ are functions of $k$.

Then, by identifying

$$
I_{\mathbf{k}, u}(t) \rightarrow I_{k}(t)=E(k) / 4 \pi k^{2}
$$

where $E(k)$ is the energy spectrum, the spectral tensor reduces to the well-known isotropic form ${ }^{11} \Phi_{i j}(\mathrm{k})$ $=P_{i j}(\mathbf{k}) E(k) / 4 \pi k^{2}$. Clearly, (3.10) states the isotropic requirements: (i) imposes the reflexional symmetry, (ii) guarantees the rotational symmetry, and (iii) demands the spherical symmetry of isotropic scalar functions. For the isotropic theory, therefore, $f_{(0)}$ is all that we need to compute the energy spectrum.

TABLE I. Typical simple transitions.

| Type | Mathematical expression | Vertex diagram |
| :---: | :---: | :---: |
| I |  | $\longmapsto \begin{aligned} & q, \alpha \\ & q^{\prime}, \beta \\ & q-q^{\prime}, \gamma \end{aligned}$ |
| II | $\left\langle m_{q, \alpha}=1\right\| L_{q, \alpha, \alpha^{\prime}, \gamma+\alpha^{\prime}}^{\prime}\left\|m_{Q^{\prime}, \beta}^{\prime}=1, m_{q-\alpha^{\prime}, \gamma}^{\prime}=1\right\rangle$ |  |
| III |  |  |
| IV |  |  |

## 4. TRANSITION MATRIX

Let us introduce (3.4) into (3.1). By separating out the Fourier components $f_{\{m\}}(\eta, t)$, we obtain an equivalent infinite set of Liouville equations

$$
\begin{equation*}
\frac{\partial f_{[m]}(\eta, t)}{\partial t}=\sum_{\left\{m^{\prime}\right]}\langle m| L\left|m^{\prime}\right\rangle f_{\left[m^{\prime}\right]}(\eta, t) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle m| L\left|m^{\prime}\right\rangle=\int d \xi \exp (-i 2 \pi m \xi) \angle \exp \left(i 2 \pi m^{\prime} \xi\right) \tag{4.2}
\end{equation*}
$$

We shall compute the elements of (4.2) by introducing the Liouville operator

$$
\begin{align*}
\langle m| L\left|m^{\prime}\right\rangle= & \sum_{\mathbf{k}}^{+} \sum_{\mu}\langle m| \angle \underset{\mathbf{k}, \mu}{\circ}\left|m^{\prime}\right\rangle \\
& +\sum_{\mathbf{k}, \mathbf{p}}^{+} \sum_{\mu, \lambda, \rho}\langle m| L_{\substack{u, \lambda, p \\
\mathbf{k}, \boldsymbol{p}, \mathbf{k}+\boldsymbol{p}}}\left|m^{\prime}\right\rangle \tag{4.3}
\end{align*}
$$

Here the first term reflects the angle-independent viscous effect

$$
\begin{equation*}
\langle m| L_{\mathbf{k}, u}^{\circ}\left|m^{\prime}\right\rangle=2 \nu k^{2} \frac{\partial}{\partial \eta_{\mathbf{k}, u}} \eta_{\mathbf{k}, u} \delta\left(m-m^{\prime}\right) \tag{4.4}
\end{equation*}
$$

and the second term is derived from the nonlinear interaction

$$
\left.\begin{array}{rl}
\langle m| L^{\prime u, \lambda, p} u, k \pm p
\end{array}\left|m^{\prime}\right\rangle\right)
$$

$$
\begin{align*}
& \times \delta\left(m_{p, \lambda}^{\prime}-a-m_{p, \lambda}\right) \delta\left(m_{s(\mathbf{k}-p), \rho}^{\prime}-a s-m_{s(\mathbf{k}-\mathrm{p}), \rho}\right) \\
& +\phi_{\mathbf{k} \mid p, k+p}^{\mu \mid \lambda, \rho} \eta_{\mathbf{k}+p, \rho}^{1 / 2} \delta\left(m_{\mathbf{k}, \mu}^{\prime}+a-m_{\mathbf{k}, \mu}\right) \\
& \left.\times \delta\left(m_{p, \lambda}^{\prime}+a-m_{p, \lambda}\right) \delta\left(m_{\mathbf{k}+\mathbf{p}, \rho}^{\prime}-a-m_{\mathbf{k}+\mathbf{p}, \rho}\right)\right\} \\
& \times \prod_{\substack{k^{\prime} \neq \mathbf{k}, \mathbf{p}, \mathbf{k} \pm p \\
\alpha \neq \mu, \lambda, \rho}} \delta\left(m_{\mathbf{r}^{\prime}, \alpha}^{\prime}-m_{\mathbf{r}^{\prime}, \alpha}\right) . \tag{4.5}
\end{align*}
$$

Again, compare $i(2 \pi / L)^{3 / 2}$ with the factor $-(i / 2)(2 \pi / L)^{3}$ in Eq. (2.18) of Ref. 6.

## The simple transitions

Following the Brussels school, we shall call

TYPE I




TYPE II




TYPE III




TYPE III




FIG. 1. Simple transitions ( $\alpha, \beta$, and $\gamma$ deleted).
$\langle m| /\left|m^{\prime}\right\rangle$ the transition matrix from state $\left\{m^{\prime}\right\}$ to $\{m\}$ (always read from the right to left). We then see that the viscous term induces no state transition, whereas the nonlinear interaction brings about transitions between the states which are constrained by the $\delta$ functions in (4.5). Since the isotropic turbulence theory evolves around the state $\{m\}=\{0\}$, we shall consider a class of transitions, called the simple transitions, between the states represented by $m=0$ and $\pm 1$. By the complete enumeration of (4.5), we find 12 distinct simple transitions. They can, however, be divided into four types, each having the typical member as shown in Table I.

In the table, there appears the symmetrized coupling coefficient

$$
\begin{equation*}
\bar{\phi}_{\mathbf{k} \mid p, q}^{\mu \mid \lambda, \rho}=\phi_{\mathbf{k} \mid p, q}^{\mu \mid \lambda, \rho}+\phi_{\mathbf{k} \mid \boldsymbol{q}, p}^{\left.\mu\right|_{p}, \lambda} \tag{4.6}
\end{equation*}
$$

Note that we have introduced the factor $2^{-1 / 2}$ into the simple transitions, so as to avoid double counting the elementary interactions composed of two simple transitions. The first simple transition (Type I) of Table I is obtained as follows: Consider $\{m\}=\{0\}$ and $\left\{m^{\prime}\right\}$ $=\left\{, \ldots, 0, m_{\mathrm{q}, \alpha}^{\prime}=1, m_{\mathrm{q}^{\prime}, \beta}^{\prime}=-1, m_{q-\mathrm{a}^{\prime}, \gamma}^{\prime}=-1, \ldots\right\}$. There are six ways that transition from $\left\{m^{\prime}\right\}$ to $\{m\}$ can be realized:
(i) $\quad(\mathbf{q}, \alpha)=(\mathbf{k}, \mu),\left(\mathbf{q}^{\prime}, \beta\right)=(\mathbf{p}, \lambda),\left(\mathbf{q}-\mathbf{q}^{\prime}, \gamma\right)=(\mathbf{k}-\mathbf{p}, \rho)$,
(ii) $\quad(\mathbf{q}, \alpha)=(\mathbf{k}, \mu),\left(q^{\prime}, \beta\right)=(\mathbf{k}-\mathbf{p}, \rho),\left(q-q^{\prime}, \gamma\right)=(p, \lambda)$,
(iii)
$(q, \alpha)=(p, \lambda),\left(q^{\prime}, \beta\right)=(k, \mu),\left(q-q^{\prime}, \gamma\right)=(p-k, \rho)$,
(iv)
$(\mathbf{q}, \alpha)=(p, \lambda),\left(q^{\prime}, \beta\right)=(p-k, \rho),\left(q-q^{\prime}, \gamma\right)=(k, \mu)$,
(v)
$(\mathbf{q}, \alpha)=(\mathbf{k}+\mathbf{p}, \rho),\left(\mathbf{q}^{\prime}, \beta\right)=(\mathbf{p}, \lambda),\left(\mathbf{q}-\mathbf{q}^{\prime}, \gamma\right)=(\mathbf{k}, \mu)$,
(vi) $\quad(\mathbf{q}, \alpha)=(\mathbf{k}+\mathbf{p}, \rho),\left(\mathbf{q}^{\prime}, \beta\right)=(\mathbf{k}, \mu),\left(\mathbf{q}-\mathbf{q}^{\prime}, \gamma\right)=(\mathbf{p}, \lambda)$.

The transitions (i) and (ii) give the term multiplied by $\bar{\phi}_{q \mid q^{\prime}, q-q^{\prime}}^{\alpha}$. Similarly, (iii) and (vi) give the term multiplied by $\bar{\phi}_{q^{\prime}}^{B, \gamma-q^{\gamma}, q}$, , and (iv) and (v) the term multiplied by $\bar{\phi}_{q-q^{\prime}}^{\gamma} \mid \alpha, q^{*}$. Upon adding these, we obtain the simple transition of Type I; the remaining three types can be verified similarly.

Since the simple transitions have bulky mathematical expressions, it is convenient to have a shorthand notation for them. To this end, we adopt the vertex diagram constructed by the following rules: (i) Represent $\langle m| L^{\prime}\left|m^{\prime}\right\rangle$ by a small circle to which we attach lines for the nonzero elements of $\{m\}$ and $\left\{m^{\prime}\right\}$. (ii) Place the lines (if any) for $\left\{m^{\prime}\right\}$ to the right of the circle and the lines (if any) for $\{m\}$ to the left of the circle. And, (iii) attach an arrowhead pointing to the left for the lines corresponding to the positive elements of $\{m\}$ and $\{m$ ', an arrowhead pointing to the right for lines corresponding to the negative elements. By using this diagrammatics, the simple transitions can be represented by the vertex diagrams of Table 1 . The two other transitions of each type are shown in Fig. 1. For each diagram of the figure, the conjugate pair is obtained by simply reversing the arrowheads. Of course, the particular configurations of the diagrams are immaterial because they are a topological representation.

Now we can convert the vertex diagrams into the corresponding mathematical expressions by the following recipe: (i) Assign a plus sign to the incoming arrows and a minus sign to the outgoing arrows (at each vertex, the incoming and outgoing wave vectors add up to zero). (ii) Interpret the open circle as the summation of three lines attached to it. (iii) Associate the line with the indices, say $q$ and $\alpha$, with

$$
\bar{\phi}_{\mathbf{q} \mid \mathbf{Q}^{\prime}, \mathbb{Q}-\mathbb{q}}^{\alpha} \frac{\partial}{\partial \eta_{\mathbf{q}, \alpha}} \eta_{\mathbf{q}, \alpha}^{1 / 2} \eta_{\alpha^{\prime}, 8}^{1 / 2} \eta_{\mathbf{q}-\mathbf{q}^{\prime}, \gamma}^{1 / 2}
$$

[where $\left(q^{\prime}, \beta\right)$ and $\left(q-q^{\prime}, \gamma\right)$ are the indices of the two other lines] if it appears to the right of the circle, and

$$
\eta_{\mathbb{Q}, \alpha}^{1 / 2} \bar{\phi}_{\mathbf{q} \mid \mathbf{q}^{\alpha}, ष-\mathbf{q}^{\prime}}^{\alpha, \gamma} \frac{\partial}{\partial \eta_{\mathbf{q}, \alpha}} \eta_{\mathbf{Q}^{\prime}, \beta}^{1 / 2} \eta_{\mathbb{q}-\mathbf{q}^{\prime}, \gamma}^{1 / 2}
$$

if it appears to the left of the circle. And, (iv) introduce the factor $(i / \sqrt{2})(2 \pi / L)^{3 / 2}$ to complete the expression. With this convention, we can recover the mathematical expression for any of the vertex diagrams in Fig. 1.

## 5. THE GENERAL KINETIC EQUATION

After having defined the simple transitions, Balescu and Senatorski follow very faithfully the theoretical apparatus of nonequilibrium statistical mechanics developed by the Brussels school. The starting point, and by far the most essential step, is the general kinetic equation which was originally derived by Prigogine and Resibois. ${ }^{12}$ In fact, it represents a rearrangement of the products of transition matrix elements which would appear under the iterative solution of Liouville equation. The derivation of Prigogine and Resibois involves decomposition and rearrangement of the iterated transition matrix elements with the aid of the diagrams; however, Zwanzig ${ }^{13}$ has later presented an analytic derivation using the projection operator technique. For the purpose of demonstrating the gist of kinetic equation, we present here an elementary derivation for the leading terms of the kinetic equation. In turbulence work, however, the lowest-order terms are kinematically very important because they share the same structure with the renormalized lowest-order terms. In this respect, the present derivation is more than an illustration: It actually serves as a practical tool in the subsequent discussion.

For the notational compactness, rewrite (4.3) as

$$
\begin{equation*}
\langle m| L\left|m^{\prime}\right\rangle=L^{\circ} \delta\left(m-m^{\prime}\right)+\langle m| L^{\prime}\left|m^{\prime}\right\rangle \tag{5.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& L^{\circ}=\sum_{\mathbf{k}}^{+} \sum_{\mu} L_{\mathbf{k}, u}^{0}, \\
& L^{\prime}=\sum_{\mathbf{k}, \mathbf{p}}^{+} \sum_{\mu, \lambda, 0} L^{\prime}, \boldsymbol{u}, \boldsymbol{\lambda}, \boldsymbol{p}, \mathbf{k}+\mathbf{p}^{+}
\end{aligned}
$$

Then (4.1) takes the form
$\frac{\partial f_{\{m\}}(\eta, t)}{\partial t}=L^{\circ} f_{\{m\}}(\eta, t)+\sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left\{m^{\prime}\right\}}(\eta, t)$.
By treating the second right-hand side as the inhomogeneous term, the formal solution is

$$
\begin{align*}
f_{\{m \mid}(\eta, t)= & \exp \left(L^{\circ} t\right) f_{[m\}}(\eta, 0) \\
& +\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime} \exp \left[L^{\circ}\left(t-t^{\prime}\right)\right] \\
& \times\langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left[m^{\prime}\right]}\left(\eta, t^{\prime}\right) \tag{5.3}
\end{align*}
$$

Now solve this by iteration. The iterative solution of the second-order is

$$
\begin{align*}
f_{\{m\}}(\eta, t)= & \exp \left(L^{\circ} t\right) f_{\{m\}}(\eta, 0)+\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime} \exp \left[L^{\circ}\left(t-t^{\prime}\right)\right] \\
& \times\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{\circ} t^{\prime}\right) f_{\left(m^{\prime}\right\}}(\eta, 0)+\sum_{\left\{m^{\prime}\right\}} \sum_{\left\{m^{\prime \prime}\right\}} \int_{0}^{t} d t^{\prime} \\
& \times \int_{0}^{t^{\prime}} d t^{\prime \prime} \exp \left[\mathcal{L}^{\circ}\left(t-t^{\prime}\right)\right]\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left[L^{\circ}\left(t^{\prime}-t^{\prime \prime}\right)\right] \\
& \times\left\langle m^{\prime}\right| L^{\prime}\left|m^{\prime \prime}\right\rangle f_{\left\{m^{\prime \prime}\right\}}\left(\eta, t^{\prime \prime}\right) . \tag{5.4}
\end{align*}
$$

Upon differentiating with respect to $t$, we obtain the following equation which is a simple variation of (5.2) without any approximation:

$$
\begin{align*}
& \frac{\partial f_{\{m\}}(\eta, t)}{\partial t} \\
&= L^{\circ} f_{\{m\}}(\eta, t)+\sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{\circ} t\right) f_{\left\{m^{\prime}\right\}}(\eta, 0) \\
&+\sum_{\left\{m^{\prime}\right\}} \sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left[L^{\circ}\left(t-t^{\prime}\right)\right] \\
& \times\left\langle m^{\prime}\right| L^{\prime}\left|m^{\prime \prime}\right\rangle f_{\left\{m^{\prime},\right\}}\left(\eta, t^{\prime}\right) \tag{5.5}
\end{align*}
$$

We have therefore decomposed the second term of (5.2) into the last two terms of (5.5), which may be considered as the equivalent interaction terms. By iterating (5.4) to higher orders, we can further decompose the second term of (5.2) into arbitrarily many equivalent interaction terms. Upon singling out the term for $\left\{\boldsymbol{m}^{\prime \prime}\right\}$ $=\{m\}$, we obtain at once the leading terms of the general kinetic equation

$$
\begin{align*}
& \frac{\partial f_{\{m\}}(\eta, t)}{\partial t} \\
&= L^{\circ} f_{\{m\}}(\eta, t)+\sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{\circ} t\right) f_{\left\{m^{\prime}\right\}}(\eta, 0) \\
&+\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left[L^{\circ}\left(t-t^{\prime}\right)\right]\left\langle m^{\prime}\right| L^{\prime}|m\rangle \\
& \times f_{\{m\}}\left(\eta, t^{\prime}\right)+\cdots, \tag{5.6}
\end{align*}
$$

where the three dots denote the double sum


We shall show that the second and third terms of (5.6) are the respective leading terms of the destruction and diagonal fragments. The general kinetic equa-
tion of the Brussels school has the form ${ }^{7,14}$

$$
\begin{align*}
& \frac{\partial f_{\{m\}}(\eta, t)}{\partial t}=L^{\circ} f_{(m)}(\eta, t)+D_{m m^{\prime}}(t) \\
& \quad+\int_{0}^{t} d t^{\prime} \varepsilon_{m}\left(t-t^{\prime}\right) f_{(m)}\left(\eta, t^{\prime}\right) \tag{5.7}
\end{align*}
$$

Here the destruction and diagonal fragments are given respectively by

$$
\begin{align*}
D_{m m^{\prime}}(t)= & (2 \pi i)^{-1} \oint_{c} d z \exp (z t) \\
& \times \sum_{\left\{m^{\prime}\right\} \neq(m]} \hat{D}_{m m^{\prime}}(z) f_{\left\{m^{\prime}\right]}(\eta, 0)  \tag{5.8}\\
\mathcal{\varepsilon}_{m}(t)= & (2 \pi i)^{-1} \oint_{c} d z \exp (z t) \hat{\varepsilon}_{m}(z) \tag{5.9}
\end{align*}
$$

where

$$
\begin{align*}
& \hat{D}_{m m^{\prime}}(z) \\
& \quad=\sum_{n=0}^{\infty}\langle m| L^{\prime}\left[\left(z-L^{\circ}\right)^{-1} L^{\prime}\right]^{n}\left(z-L^{\circ}\right)^{-1}\left|m^{\prime}\right\rangle_{\mathrm{irr}} \tag{5.10}
\end{align*}
$$

$\hat{\mathcal{E}}_{m}(z)=\sum_{n=0}^{\infty}\langle m| L^{\prime}\left[\left(z-L^{0}\right)^{-1} L^{\prime}\right]^{n}|m\rangle_{i \mathrm{Tr}}$.

The subscript irr implies that no intermediate state is identical to $\{m\}$. Note that (5.8) and (5.9) are the standard inverse Laplace transforms with the usual integration path denoted by $\oint_{c}$. Considering the leading terms of (5.10) and (5.11), we have

$$
\begin{equation*}
D_{m m^{\prime}}(t)=\sum_{\left\{m^{\prime}\right\} \neq\{m\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{\circ} t\right) f_{\left\{m^{\prime}\right]}(\eta, 0)+\cdots \tag{5.12}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon_{m}(t)=\sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{\circ} t\right)\left\langle m^{\prime}\right| L^{\prime}|m\rangle+\cdots \tag{5.13}
\end{equation*}
$$

In (5.13) we have used the decomposition formula

$$
\langle m| A B\left|m^{\prime}\right\rangle=\sum_{\left\{m^{\prime \prime}\right\}}\langle m| A\left|m^{\prime \prime}\right\rangle\left\langle m^{\prime \prime}\right| B\left|m^{\prime}\right\rangle
$$

where $A$ and $B$ are operators involving $\left(z-L^{\circ}\right)^{-1}$ and $L^{\prime}$. The substitution of (5.12) and (5.13) into (5.7) verifies that the leading terms of the destruction and diagonal fragments are identical to those derived in (5.6).

## 6. TOWARDS THE TURBULENCE APPLICATION

The kinetic equation has been derived formally; hence it applies to both the turbulent eddy motion and statistical mechanical systems. Since the similarity between the eddy motion and classical many-body problem is superficial, the application of (5.7) to turbulence must take into account the divergence between them. The classical statistical mechanics deals with a system of
$N$ particles contained in the volume $L^{3}$. Then, the concentration ( $N / L^{3}$ ) must be finite in the limit as $N \rightarrow \infty$ and $L \rightarrow \infty$, thereby assuring finiteness of the intensive thermodynamic properties. ${ }^{7}$ This thermodynamic limit must therefore be incorporated into the construction of a distribution function in order for it to be physically sensible. In turbulence, however, we have artifically created the concept of discrete, denumerable eddies corresponding to the Fourier modes. Since the number of Fourier modes in a box volume $L^{3}$ is also proportional to $L^{3}$, the number of eddies and the box volume are no longer independent parameters. Consequently, the thermodynamic limit plays no important role in the turbulence theory. Often the position coordinates are Fourier analyzed in statistical mechanics. ${ }^{7}$ The use of Fourier representation there has the purpose of reducing the unperturbed Hamiltonian to a diagonal form, whereas the interaction Hamiltonian becomes off-diagonal. This therefore permits approximation of the interaction Hamiltonian in terms of the vacuum state.

Under the disguise of deceptive simplicity, (5.7) actually represents an infinite perturbation expansion about the laminar flow. To bring it to a form useful for turbulence work, we must therefore introduce such turbulence concepts as Kraichnan's weak-dependence and maximal-randomness hypotheses and Green's operator.

## A. The product hypothesis

Let us assume factorization of the distribution function

$$
\begin{equation*}
f_{(0)}(\eta, t)=\prod_{\mathbf{k}, u} \varphi\left(\eta_{\mathbf{k}, u}, t\right) \tag{6.1}
\end{equation*}
$$

Here, $\varphi\left(\eta_{\mathbf{k}, \mu}, t\right)$ is the single mode distribution

$$
\begin{equation*}
\varphi\left(\eta_{\mathbf{k}, \mu}, t\right)=\int_{(\mathbf{k}, \mu)} d \eta f_{\{0\}}(\eta, t) \tag{6.2}
\end{equation*}
$$

where $\int_{(\mathbf{k}, \mu)}$ denotes the integration over all action variables except $\eta_{\mathbf{k}, \mu}$. For a conservative system, (3.3) implies the normalization

$$
\begin{equation*}
\int d \eta_{\mathbf{k}, \mu} \varphi\left(\eta_{\mathbf{k}, u}, t\right)=1 \tag{6.3}
\end{equation*}
$$

In the classical mechanics, the factorization is a consequence of molerular chaos. In turbulence, (6.1) states the statistical independence of Fourier modes in the homogeneous field. In the limit as $L \rightarrow \infty$, homogeneity requires the Fourier modes to be statistically independent just as stationarity demands the random process to have orthogonal increments. Indeed, the product hypothesis embodies Kraichnan's weak-dependence hypothesis. In Appendix A, we shall briefly show that the cycle approximation (Sec. 6D) of kinetic equation cannot generate statistical dependence from the initial independence.

## B. The destruction fragments

The destruction fragments represent relaxation of the initial correlation by means other than the triad interactions. For the fully developed turbulence theory, it is therefore natural to suppress the destruction fragments

$$
\begin{equation*}
\frac{\partial f_{\{m\}}(\eta, t)}{\partial t}=L^{\circ} f_{\{m\}}(\eta, t)+\int_{0}^{t} d t^{\prime} \varepsilon_{m}\left(t-t^{\prime}\right) f_{\{m\}}\left(\eta, t^{\prime}\right) \tag{6.4}
\end{equation*}
$$

We must, however, specify the initial condition $f_{\{m \mid}(\eta, 0)$ which will then be relaxed through the diagonal fragments. The suppression of destruction fragments is consistent with Kraichnan's maximal-randomness hypothesis which postulates the fully developed turbulence to be as random as is possible consistent with the Navier-Stockes dynamics, but not at all dependent upon the initial and boundary conditions.

## C. The Green's operator equation

The general kinetic equation is useless for strong turbulence, unless we can consolidate it by summing up certain classes of the expansion terms of all orders. This consolidation process is called the renormalization. To carry out renormalization, however, requires the Green's operator equation. Balescu and Senatorski suggested the Green's operator equation from the inspection of the interaction diagram (their propagator equation given by Fig. 8 of Ref. 6 is in error; no double line should appear along the cycle loop). Here we shall derive the Green's operator equation. This is not an unusual proposition because the Green's operator $\exp (\angle t)$ also satisfies the Liouville equation.

Recall that $f_{\{0\}}$ is the average of $F$ over all $\xi$, and $f_{\{m\}}$ are the fluctuation amplitudes with different periods. Let us consider the perturbation of $f_{\{0\}}$ induced by a disturbance to the mode ( $k, \mu$ ) and denote it by $f_{\left(1_{k, u}\right)}$, where $\left\{1_{k, \mu}\right\}=\left\{\ldots, 0, m_{k, \mu}=1,0, \ldots\right\}$. Then, its equation can be written down from (6.4):

$$
\begin{align*}
& \partial f_{\left(1_{\mathbf{k}, u^{\prime}}\right.}(\eta, t) / \partial t \\
& =L^{\circ} f_{\left(\mathbf{1}_{\mathbf{k}, \mu}\right)}(\eta, t)+\int_{0}^{t} d t^{\prime} \varepsilon_{\mathbf{1}_{\mathbf{k}, \mu}}\left(t-t^{\prime}\right) f_{\left(\mathbf{1}_{\mathbf{k}, u^{\prime}}\right)}\left(\eta, t^{\prime}\right) . \tag{6.5}
\end{align*}
$$

We now extend the product hypothesis

$$
\begin{equation*}
f_{\left(\mathbf{1}_{\mathbf{k}, \mu}\right)}(\eta, t)=\left(\prod_{(\mathbf{a}, v) \neq(\mathbf{k}, \mu)} \varphi\left(\eta_{\mathbf{q}, \mu}, t\right)\right) \mathcal{G}\left(\eta_{\mathbf{k}, \mu}, t\right) \tag{6.6}
\end{equation*}
$$

In analogy to (6.1), this amounts to factoring out the averaged Green's function from the velocity covariances. After inserting (6.6) into (6.5), the integration over all $\eta$ but $\eta_{\mathrm{k}, \mu}$ yields the Green's operator equation

$$
\begin{align*}
\partial G\left(\eta_{\mathbf{k}, \mu}, t\right) / \partial t= & \mathcal{L}_{\mathbf{k}, \mu}^{\circ} G\left(\eta_{\mathbf{k}, \mu}, t\right) \\
& +\int_{0}^{t} d t^{\prime} \int_{(\mathbf{k}, \mu} d \eta \mathcal{E}_{\mathbf{k}, \mu}\left(t-t^{\prime}\right) \\
& \left.\times\left(\prod_{\mathbf{(}, \nu) \neq(\mathbf{k}, \mu}\right) \varphi\left(\eta_{\mathbf{q}, \nu}, t^{\prime}\right)\right) G\left(\eta_{\mathbf{k}, \mu}, t^{\prime}\right) \tag{6.7}
\end{align*}
$$

with the initial condition $\mathcal{G}\left(\eta_{\mathbf{k}, \mu}, 0\right)=1$.

## D. The cycle approximation

The leading term of the diagonal fragments for $\{m\}$ $=\{0\}$ is

$$
\begin{equation*}
\varepsilon_{0}(t)=\sum_{\left\{m^{\prime}\right\}}\langle 0| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{\circ} t\right)\left\langle m^{\prime}\right| L^{\prime}|0\rangle \tag{6.8}
\end{equation*}
$$

Recall that $\langle 0| L^{\prime}\left|m^{\prime}\right\rangle$ and $\left\langle m^{\prime}\right| L^{\prime}|0\rangle$ have the three simple transitions of Types I and IV, respectively (Fig. 1). For the sum $\sum_{|m \cdot|}$, we must therefore consider all possible combinations of these transitions. Using the vertex diagrams, we have

$+\sum_{k}^{+} \sum_{u, \lambda, p}\{$ three diagrams as in the above
with the arrows reversed\},
where the double line with the index $(k, \mu)$ is the diagram representation for $\exp \left(\left\langle_{k, \mu}^{0} t\right)\right.$. In view of (2.5), we can combine the three diagram terms in the curly bracket under one sum $\sum_{p^{*}}$. Since the two sums over $k$ are the same, ( 6.9 ) finally reduces to


Similarly, the simple transitions of Types II and III give the lowest-order diagonal fragments for $\{m\}$ $=\left\{\mathbf{1}_{\mathbf{x}, \mu}\right\}$


Since the diagrams of (6.10) and (6.11) have the configuration of a closed loop connecting two vertices, they are referred to as the cycle approximation.

## 7. PERTURBATION ABOUT THE LAMINAR FLOW

The kinetic equation together with the Green's operator equation provide a sufficiently general basis for deriving the modal energy and averaged Green's equations. The theory of Balescu and Senatorski, however, involves only the kinetic equation with the viscous effect suppressed, and they introduce a propagator equation into the formulation during their "simple renormalization" process. As mentioned in Sec. 3, the viscous effect must be counteracted by suitable external forces. This is because the use of macroscopic viscosity amounts to injecting irreversibility into the statistical dynamics in an artificial manner. Nevertheless, the viscous term in perturbation suggests the structure of dynamic relaxation by the nonlinear interaction. Hence, the presence of viscous term, properly counteracted, will not detract from the conceptual consistency. In fact, the simple renormalization of Balescu-Senatorski is automatically accomplished by the viscous term.

## A. Modal energy equation

Differentiate (3.9) with respect to $t$ and insert (6.4) for $\partial f_{(0)} / \partial t$. With the use of $(6.10)$, we then have

$$
\frac{\partial I_{\mathbf{k}, u}(t)}{\partial t}=\int d \eta \eta_{\mathbf{k}, u}\left\{L{ }^{\circ} f_{\{0\}}(\eta, t)+2 \int_{0}^{t} d \theta\right.
$$


where the three dots are the higher-order terms of the diagonal fragments. Referring to the formulas in Table $I$, we can readily recover the corresponding mathematical expression for the diagram term (by dropping $\mu, \lambda, \rho$ and abbreviating $\left.\bar{\phi}_{k}^{u}\right|_{\mid p, q} ^{\lambda, \rho}$ by $\bar{\phi}_{\mathbf{k}}$, etc.):

$$
\begin{align*}
& (i)^{2}\left(\frac{2 \pi}{L}\right)^{3} \sum_{k}^{+} \sum_{\mathrm{p}} \sum_{\mu, \lambda, p} \int_{0}^{t} d \theta \int d \eta \\
& \times \eta_{\mathbf{t}}\left[\bar{\phi}_{\mathbf{z}} \frac{\partial}{\partial \eta_{\mathbf{k}}}-\bar{\phi}_{\mathrm{p}} \frac{\partial}{\partial \eta_{p}}-\bar{\phi}_{\mathrm{k}-\mathrm{p}} \frac{\partial}{\partial \eta_{\mathrm{k}-\mathrm{p}}}\right] \eta_{\mathbf{z}}^{1 / 2} \eta_{\mathrm{p}}^{1 / 2} \eta_{\mathrm{k}-\mathrm{p}}^{1 / 2} \\
& \times \exp \left[L_{\mathrm{i}}^{0}(t-\theta)\right] \exp \left[L_{p}^{0}(t-\theta)\right] \exp \left[L_{\mathrm{k}-\mathrm{p}}^{0}(t-\theta)\right] \eta_{\mathbf{k}}^{1 / 2} \eta_{p}^{1 / 2} \eta_{\mathbf{k}-\mathrm{p}}^{1 / 2} \\
& \times\left[-\bar{\phi}_{\mathbf{k}} \frac{\partial}{\partial \eta_{\mathbf{k}}}+\bar{\phi}_{p} \frac{\partial}{\partial \eta_{p}}+\bar{\phi}_{\mathbf{k}-\mathbf{p}} \frac{\partial}{\partial \eta_{\mathbf{x}-\mathbf{p}}}\right] f_{\mathrm{fol}}(\eta, \theta) \text {. } \tag{7.2}
\end{align*}
$$

Carry out the $\eta$ integration with the product hypothesis. Always assume $\varphi\left(\eta_{\mathbf{k}, u}, t\right)$ and $\partial \varphi / \partial \eta_{\mathbf{k}, \mu}$ to vanish as $\eta_{\mathbf{k}_{1} \mu} \rightarrow \infty$. Multiplying out the square brackets, we find that the expression operated by $\bar{\phi}_{p} \partial / \partial \eta_{p}+\bar{\phi}_{\mathbf{k}-\mathrm{p}} \partial / \partial \eta_{\mathbf{k}-\mathrm{p}}$ of the first bracket integrates out to zero. After partial integration, the modal energy equation becomes

$$
\begin{aligned}
& \left(\frac{\partial}{\partial t}+2 \nu k^{2}\right) I_{\mathbf{k}, u}(t)=\left(\frac{2 \pi}{L}\right)^{3} \sum_{\mathrm{p}} \sum_{\lambda, \theta} \int_{0}^{t} d \theta \\
& \times\left\{\left(\left.\bar{\phi}_{\mathbf{K}}^{u}\right|_{\mathbf{p}, \mathbf{K}-\mathbf{p}} ^{\lambda, \theta}\right)^{2} G_{\mathbf{k}, \mu}^{o}(t-\theta, \theta)\right. \\
& \times U_{\mathrm{p}, \lambda}^{\circ}(t-\theta, \theta) U_{\mathrm{k}-\mathrm{p}, \mathrm{\rho}}^{\circ}(t-\theta, \theta)
\end{aligned}
$$

$$
\begin{aligned}
& \times G_{\mathrm{p}, \lambda}^{\circ}(t-\theta, \theta) U_{\mathbf{k}-\mathrm{p}, \rho}^{\circ}(t-\theta, \theta) \\
& -\bar{\phi}_{\mathbf{k}}^{\mu \mid \lambda ; \mathbf{p}, \mathbf{k}-\boldsymbol{p}} \bar{\phi}_{\mathbf{k}+\boldsymbol{p} \mid \mathbf{k} ; \boldsymbol{p}}^{p} U_{\mathbf{k}, \mu}^{\mu, \lambda}(t-\theta, \theta) \\
& \left.\times U_{\mathrm{p}, \lambda}^{\circ}(t-\theta, \theta) G_{\mathbf{k}-\mathrm{p}, \mathrm{p}}^{\circ}(t-\theta, \theta)\right\}+\cdots,
\end{aligned}
$$

where the three dots are the higher-order terms. The significance of the statistical functions
$U_{\mathbf{k}, u}^{\circ}(t-\theta, \theta)=\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, u}^{1 / 2} \exp \left[\mathcal{L}_{\mathbf{k}, \mu}^{\circ}(t-\theta)\right] \eta_{\mathbf{k}, \mu}^{1 / 2} \varphi\left(\eta_{\mathbf{k}, \mu}, \theta\right)$,

$$
\begin{align*}
& G_{\mathbf{k}, u}^{o}(t-\theta, \theta)  \tag{7.4}\\
& \quad=-\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, \mu}^{1 / 2} \exp \left[\chi_{\mathbf{k}, \mu}^{\circ}(t-\theta)\right] \eta_{\mathbf{k}, \mu}^{1 / 2} \frac{\partial \varphi\left(\eta_{\mathbf{k}, \mu}, \theta\right)}{\partial \eta_{\mathbf{k}, u}} \tag{7.5}
\end{align*}
$$

will be explored presently.
First, consider the velocity components $\eta_{\mathbf{K}_{, ~}, ~}^{1 / 2}$ at time $t$ and $t+\tau$. During the time interval $\tau$, the flow system is assumed to evolve by the adjoint operator of $\angle_{k, \mu}^{\circ}$. We then assert that $U_{\mathbf{k}, \mu}^{\circ}(\tau, t)$ is the covariance of such two velocity components. For the simultaneous-time argument, $U_{\mathbf{k}, \mu}^{\circ}(\tau, t)$ reduces to the modal energy $I_{\mathbf{k}, \mu}(t)$. This is because $U_{\mathbf{k}, \mu}^{\circ}(0, t)$ is the average of two $\eta_{\mathbf{k}, \mu}^{1 / 2}$, both at time $t$, weighted according to $\varphi\left(\eta_{\mathbf{k}, u}, t\right)$;

$$
\begin{equation*}
U_{\mathbf{k}, u}^{\circ}(0, t)=\int d \eta_{\mathbf{k}, u}\left(\eta_{\mathbf{k}, u}^{1 / 2}\right)^{2} \varphi\left(\eta_{\mathbf{k}, u}, t\right) \tag{7.6}
\end{equation*}
$$

Now suppose that the flow system under consideration has the Liouville operator $L_{k, \mu}^{\circ}$. Then the average of $\eta_{\mathbf{k}, u}^{1 / 2}$ at time $t$ and $\eta_{\mathbf{k}, \mu}^{1 / 2}$ at time $t+\tau$ is ${ }^{13}$ given by

$$
\begin{equation*}
\int d \eta_{\mathbf{k}, u} \varphi\left(\eta_{\mathbf{k}, u}, t\right) \eta_{\mathbf{k}, \mu}^{1 / 2} \exp \left(\tilde{\mathcal{L}}_{\mathbf{k}, \mu}^{\circ} \tau\right) \eta_{\mathbf{k}, \mu}^{1 / 2} \tag{7.7}
\end{equation*}
$$

where $\tilde{L}_{\mathbf{k}, \mu}^{\circ}=-2 v k^{2} \eta_{\mathbf{k}, \mu} \partial / \partial \eta_{\mathbf{k}, \mu}$ is the adjoint of $\mathcal{L}_{\mathbf{k}, u}^{\circ}$. By partial integration, we can reduce (7.7) to the covariance
$U_{\mathbf{k}, \mu}^{\circ}(\tau, t)=\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, \mu}^{1 / 2} \exp \left(\mathcal{L}_{\mathbf{k}, \mu}^{\circ} \tau\right) \eta_{\mathbf{k}, \mu}^{1 / 2} \varphi\left(\eta_{\mathbf{k}, u}, t\right)$.
Secondly, we show that the averaged Green's function
$G_{\mathbf{k}, u}^{\circ}(\tau, t)=-\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}^{1}, \mu}^{1 / 2} \exp \left(\mathcal{L}_{\mathbf{k}, \mu}^{0} \tau\right) \eta_{\mathbf{k}, u}^{1 / 2} \frac{\partial \varphi\left(\eta_{\mathbf{k}, \mu}, t\right)}{\partial \eta_{\mathbf{k}, u}}$
is identical to the phase-correlation function. Expanding out $\exp \left(L_{i, \mu}^{\circ} \tau\right)$ in (7.8), we obtain by partial integration that
$U_{\mathbf{x}, \mu}^{\circ}(\tau, t)=I_{\mathbf{k}, \mu}(t)\left[1-2 \nu k^{2} \tau / 2+\left(2 \nu k^{2} \tau\right)^{2} / 2!2^{2}+\cdots\right]$.
The square bracket is the phase-correlation function. By the expansion of $\exp \left(\mathcal{L}_{\mathrm{i}, \mu}^{\circ} \tau\right)$ in (7.9), we find that the square bracket of (7.10) is nothing but the averaged Green's function. Hence, this leads to the fluctuationdissipation relation for a conservative system in thermal equilibrium ${ }^{1}$

$$
\begin{equation*}
U_{\mathbf{k}, \mu}^{\circ}(\tau, t)=I_{\mathbf{k}, \mu}(t) G_{\mathbf{k}, \mu}^{\circ}(\tau, t) . \tag{7.11}
\end{equation*}
$$

With the use of (7.11) the right-hand side of (7.3) is expressed in terms of $I$ and $G^{\circ}$. To complete the statistical formulation, we must therefore derive an equation for $G_{\mathbf{k}, \mu}^{\circ}$.

## B. Averaged Green's equation

We begin with the turbulent averaged Green's function
$G_{\mathbf{k}, u}(\tau, t)=-\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, u}^{1 / 2} \mathcal{G}\left(\eta_{\mathbf{k}, u}, \tau\right) \eta_{\mathbf{k}, \mu}^{1 / 2} \frac{\partial \varphi\left(\eta_{\mathbf{k}, \mu}, t\right)}{\partial \eta_{\mathbf{k}, u}}$,
which is defined by replacing $\exp \left(\mathcal{L}_{\mathrm{k}, \mu}^{\circ} \tau\right)$ in (7.9) with the Green's operator $\mathcal{G}\left(\eta_{\mathbf{k}, \mu}, \tau\right)$. Now differentiate (7.12) with respect to $\tau$ and insert (6.7) for $\partial G / \partial \tau$. With the use of (6.11) we then have


By consulting Table I, we can readily write down the mathematical expression for the diagram term

$$
\begin{align*}
& -\frac{(i)^{2}}{2}\left(\frac{2 \pi}{L}\right)^{3} \sum_{p} \sum_{\lambda, p} \int_{0}^{\tau} d \theta \int d \eta_{\mathbf{k}} d \eta_{\mathrm{p}} d \eta_{\mathbf{k}-\mathrm{p}} \\
& \quad \times \eta_{\mathbf{k}}\left[-\bar{\phi}_{\mathbf{k}} \frac{\partial}{\partial \eta_{\mathbf{k}}}+\bar{\phi}_{\mathrm{p}} \frac{\partial}{\partial \eta_{\mathrm{p}}}+\bar{\phi}_{\mathbf{k}-\mathrm{p}} \frac{\partial}{\partial \eta_{\mathbf{k}-\mathrm{p}}}\right] \\
& \quad \times \eta_{\mathrm{p}}^{1 / 2} \eta_{\mathbf{k}-\mathrm{p}}^{1 / 2} \exp \left[L_{\mathrm{p}}^{\circ}(\tau-\theta)\right] \exp \left[L_{\mathbf{k}-\mathrm{p}}^{\circ}(\tau-\theta)\right] \eta_{\mathrm{p}}^{1 / 2} \eta_{\mathbf{k}-\mathrm{p}}^{1 / 2} \\
& \quad \times\left[\bar{\phi}_{\mathbf{k}} \frac{\partial}{\partial \eta_{\mathbf{k}}}-\bar{\phi}_{\mathrm{p}} \frac{\partial}{\partial \eta_{\mathrm{p}}}-\bar{\phi}_{\mathbf{k}-\mathrm{p}} \frac{\partial}{\partial \eta_{\mathbf{k}-\mathrm{p}}}\right] \eta_{\mathbf{k}}^{1 / 2} \\
& \quad \times \varphi\left(\eta_{\mathrm{p}}, \theta\right) \varphi\left(\eta_{\mathbf{k}-p} \theta\right) G\left(\eta_{\mathbf{k}}, \theta\right) \\
& \quad \times \eta_{\mathbf{k}}^{1 / 2} \frac{\partial \varphi\left(\eta_{\mathbf{k}}, t\right)}{\partial \eta_{\mathbf{k}}} . \tag{7.14}
\end{align*}
$$

Again, the expression operated by $\bar{\phi}_{p} \partial / \partial \eta_{\mathrm{p}}+\bar{\phi}_{\mathbf{k}-\mathrm{p}} \partial / \partial \eta_{\mathrm{k}-\mathrm{p}}$ of the first square bracket integrates out to zero. Further, $\bar{\phi}_{\mathbf{k}} \partial / \partial \eta_{\mathbf{k}}$ of the first square bracket operating on $\bar{\phi}_{\mathbf{k}} \partial / \partial \eta_{\mathbf{k}}$ of the second square bracket gives no contribution. Hence, the averaged Green's equation becomes

$$
\begin{aligned}
& \left(\frac{\partial}{\partial \tau}+\nu k^{2}\right) G_{\mathbf{k}, \mu}(\tau, t) \\
& =-\frac{1}{2}\left(\frac{2 \pi}{L}\right)^{3} \sum_{p \lambda_{, \rho}} \int_{0}^{T} d \theta
\end{aligned}
$$

$$
\begin{align*}
& \left.\times U_{\mathrm{p}, \lambda}^{\circ}(\tau-\theta, \theta) G_{\mathbf{k}-\mathrm{p}, \mathrm{p}}^{\mathrm{o}}(\tau-\theta, \theta)\right]+\cdots, \tag{7.15}
\end{align*}
$$

where the three dots represent the higher-order terms. The initial condition is $G_{\mathbf{k}, \mu}(0, t)=1$.

## C. Renormalization

The modal energy and averaged Green's equations are the laminar perturbation expansions; hence they are of no use unless the nonlinear interaction is weak. For strong turbulence, Wyld has shown that certain classes of expansion terms can be consolidated, thereby incorporating the dynamic effect of a certain kind of the nonlinear interactions of all orders. Although Wyld's
work is based on the moment formulation, his observation is valid for the distribution function formulation because of the diagram similarity. Of all the expansion terms in (7.3) and (7.15), there are those made up of compositing a number of the respective first-order terms. Then summing up such expansion terms amounts to replacing $U^{\circ} \rightarrow U$ and $G^{\circ} \rightarrow G$ in (7.3) and (7.15). In analogy to (7.12), we define the turbulent covariance

$$
\begin{equation*}
U_{\mathbf{k}, u}(\tau, t)=\int d \eta_{\mathbf{k}, u} \eta_{\mathbf{k}, \mu}^{1 / 2} G\left(\eta_{\mathbf{k}, \mu}, \tau\right) \eta_{\mathbf{k}, \mu}^{\mathbf{1} / 2} \varphi\left(\eta_{\mathbf{k}, \mu}, t\right) \tag{7.16}
\end{equation*}
$$

by replacing $\exp \left(\sum_{k, \mu}^{n} \tau\right)$ in (7.8) with the Green's operator. Balescu and Senatorski justified this heuristic renormalization rule by invoking Resibois' factorization theorem ${ }^{15}$ which asserts that if two subgroups of eddies are temporarily interacting independently one from the other, the time ordering between the interactions involving eddies of the first group and eddies of the second groups is completely irrelevant. In any event, the modal energy and averaged Green's equations have the renormalized lowest-order contribution:

$$
\begin{aligned}
& \left(\frac{\partial}{\partial t}+2 \nu k^{2}\right) I_{\mathbf{k}, \mu}(t) \\
& =\left(\frac{2 \pi}{L}\right)^{3} \sum_{p} \sum_{\lambda, \rho} \int_{0}^{t} d \theta \\
& \times\left\{\left(\bar{\phi}_{\mathbf{k} \mid \bar{p}, \mathbf{k}-\mathrm{p}}^{\mu \mid \lambda, \rho}\right)^{\mathbf{2}} G_{\mathbf{k}, \mu}(t-\theta, \theta) U_{\mathfrak{p}, \lambda}(t-\theta, \theta) U_{\mathbf{k}-\mathrm{p}, \rho}(t-\theta, \theta)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\times U_{\mathrm{p}, \lambda}(t-\theta, \theta) G_{\mathbf{k}-\mathrm{p}, \rho}(t-\theta, \theta)\right\} \text {, }  \tag{7.17}\\
& \left(\frac{\partial}{\partial \tau}+\nu k^{2}\right) G_{\mathbf{k}, \mu}(\tau, t) \\
& =-\frac{1}{2}\left(\frac{2 \pi}{L}\right)^{3} \sum_{\mathrm{p}} \sum_{\lambda, \rho} \int_{0}^{T} d \theta
\end{align*}
$$

$$
\begin{align*}
& \left.\times U_{p, \lambda}(\tau-\theta, \theta) G_{\mathbf{k}-\mathrm{p}, \mathrm{p}}(\tau-\theta, \theta)\right\}, \tag{7.18}
\end{align*}
$$

with $G_{k_{, ~}}(0, t)=1$. And, the fluctuation-dissipation relation in renormalized form,

$$
\begin{equation*}
U_{\mathbf{k}, \mu}(\tau, t)=I_{\mathbf{k}, \mu}(t) G_{\mathbf{k}, \mu}(\tau, t) \tag{7.19}
\end{equation*}
$$

provides the link.
We shall show in Secs. 8 and 9 that (7.17)-(7.19) are Herring's SCFA equations. They describe the evolution of covariance for the simultaneous-time arguments and prescribe the covariance for the nonsimultaneoustime arguments by (7.19). Since Kraichnan's DIA evolves the covariance in the entire $t-t^{\prime}$ plane, we show the correspondence between (7.17)-(7.19) and the DIA equations in the simultaneous-time limit. According to the definitions (7.12) and (7.16), the reference time $t$ refers to the overall flow system, whereas the difference time $\tau$ reflects the dynamic relaxation. To accentuate the dynamic relaxation, we shall therefore suppress the reference time argument:
$U_{\mathbf{k}, \mu}(\tau, t) \rightarrow U_{\mathbf{k}, \mu}(\tau)$, and $G_{\mathbf{k}, \mu}(\tau, t) \rightarrow G_{\mathbf{k}, \mu}(\tau)$. Invoking the
isotropy requirements (3.10), we impose the rotational symmetry, $U_{\mathbf{k}, \mu}(\tau)=U_{\mathbf{k}}(\tau) / 2, I_{\mathbf{k}, \mu}(t)=I_{\mathbf{k}}(t) / 2, G_{\mathbf{k}, u}(t)$ $=G_{\mathbf{k}}(\tau)$; and the spherical symmetry, $U_{\mathbf{k}}(\tau)=U(k, \tau)$, $I_{\mathbf{k}}(t)=I(k, t), \quad G_{\mathbf{k}}(\tau)=G(k, \tau)$. Further, identify $I(k, t)$ with $U(k, t)$, implying that $I(k, t)$ is the simultaneoustime covariance $U(k, t)$. After summing over $\mu$, we obtain the isotropic form of (7.17) and (7.18):

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.2 \nu k^{2}\right) U(k, t) \\
= & 2 \pi k \int_{0}^{t} d \theta \int_{\Delta} \int d p d q p q\{a(k, p, q) G(k, t-\theta) U(p, t-\theta) \\
& \times U(k-p, t-\theta)-b(k, p, q) U(k, t-\theta) G(p, t-\theta) \\
& \times U(k-p, t-\theta)\} \tag{7.20}
\end{align*}
$$

$$
\left(\frac{\partial}{\partial \tau}+\nu k^{2}\right) G(k, \tau)
$$

$$
\begin{equation*}
=-\pi k \int_{0}^{\tau} d \theta \iint_{\Delta} d p d q p q b(k, p, q) G(k, \tau-\theta) G(p, \theta) U(k-p, \theta) \tag{7.21}
\end{equation*}
$$

Here we have used the usual notations:

$$
\begin{aligned}
& \lim _{L \rightarrow \infty}(2 \pi / L)^{3} \sum_{\mathrm{p}} \rightarrow \int d \mathrm{p}=2 \pi \int_{\Delta} \int d p d q(p q / k) \\
& a(k, p, q)=\left(1-x y z-2 z^{2} y^{2}\right) / 2
\end{aligned}
$$

and

$$
b(k, p, q)=(p / k)\left(x y+z^{3}\right)
$$

where $x, y, z$ are the cosines of the interior angles opposite to the legs $k, p, q$, respectively. Note that $a$ and $b$ are derived from

$$
\left.\sum_{\mu, \lambda, \rho}\left(\bar{\phi}_{\mathbf{r} \mid p, k-p}^{u} \mid \lambda, \rho\right)\right)^{2}=2 k^{2}\left(1-x y z-2 z^{2} y^{2}\right)
$$

and

$$
\left.\sum_{u, \lambda, \rho} \bar{\phi}_{\mathbf{k}}^{u}\right|_{p, k-p} ^{\lambda, \rho} \bar{\phi}_{\mathfrak{p} \mid \mathbf{k}-\mathrm{p}, \mathbf{k}}^{\lambda \mid}=2 k p\left(x y+z^{3}\right)
$$

We see that (7.20) and (7.21) are identical to the isotropic DIA equation in the stationary turbulent field, evolving along the diagonal of the $t-t^{\prime}$ plane. ${ }^{2}$

## 8. PERTURBATION ABOUT A TURBULENT FLOW

In Sec. 7. 3, renormalization was carried out by simply replacing $\exp \left(\mathcal{L}_{\mathbf{k}, u}^{\circ} t\right)$ in the first-order laminar expansion terms by the Green's operator. Of course, this recipe is too heuristic to stand up to a rigorous argument. As in Wyld's work, it is necessary to demonstrate that the renormalized term actually includes a certain class of the expansion terms of all orders. Such a renormalization procedure is indeed very tedious. We shall therefore propose a way out of it, thereby avoiding the actual summation of laminar expansion terms. A lesson learned from the heuristic renormalization is this: If we would develop perturbation about a reference flow state which has the Green's operator $G\left(\eta_{\mathbf{k}, \mu}, t\right)$, then the modal energy and averaged Green's equations will have the lowest-order terms given directly by (7.17) and (7.18). Unlike the laminar perturbation, we do not know a priori the reference flow state. In the present perturbation, therefore, we must treat the reference state as an unknown and determine it along with the turbulence dynamic equations. This sort of philosophy is common to recent turbulence
theories. ${ }^{4,8,16}$
Let us go back to the Liouville equation (5.2). Introduce an arbitrary operator $L^{\prime \prime}$ with the requirement that it be decomposable $L^{\prime \prime}=\sum_{k}^{+} \sum_{\mu} L_{\mathbf{k}, \mu}^{\prime \prime}$. We add $L^{\prime \prime} f_{\{m\}}(\eta, t)$ to both sides of (5.2) and put it in the form

$$
\begin{align*}
\frac{\partial f_{\{m)}(\eta, t)}{\partial t}= & L^{\boldsymbol{T}} f_{\{\boldsymbol{m}\}}(\eta, t)+\lambda \sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left\{m^{\prime}\right\}}(\eta, t) \\
& -\lambda^{2} L^{\prime \prime} f_{\{m\}}(\eta, t) \tag{8.1}
\end{align*}
$$

where $L^{T}=L^{\circ}+L^{\prime \prime}$. The ordering parameter $\lambda$ is introduced into the above. No claim is made of authority of the particular orders assigned to the right-hand side terms of (8.1): It is justified a posteriori from the structure of the nonlinear interaction terms. This arbitrariness cannot be eliminated from the dynamic consideration alone. Hence, herein lies the vulnerability of present turbulence theories which must cope with a strongly interacting many-body problem but with no parameter to guide us in developing a systematic approximation. For $\lambda=1$, (8.1) reduces to the original problem (5.2). The zeroth-order problem $(\lambda=0)$ is the reference flow state. Since it is not known a priori, we do not seek a conventional perturbation expansion in powers of $\lambda$. Rather, the aim is to choose the zerothorder problem in such a way that it can best approximate the actual turbulence dynamics in a statistical sense.

Following Sec. 5, we derive a kinetic equation with the diagonal fragments of $O\left(\lambda^{2}\right)$
$\frac{\partial f_{\{m\}}(\eta, t)}{\partial t}$

$$
\begin{align*}
= & L^{T} f_{\{m\}}(\eta, t)+\lambda \sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left(L^{T} t\right) f_{\left\{m^{\prime}\right\}}(\eta, 0) \\
& +\lambda^{2}\left(\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left[L^{T}\left(t-t^{\prime}\right)\right]\left\langle m^{\prime}\right| L^{\prime}|m\rangle\right. \\
& \left.\times f_{\{m]}\left(\eta, t^{\prime}\right)-L^{\prime \prime} f_{\{m\}}(\eta, t)\right) \tag{8.2}
\end{align*}
$$

Suppose that we wish to describe the actual turbulence dynamics by the zeroth-order problem

$$
\begin{equation*}
\frac{\partial f_{\{m]}(\eta, t)}{\partial t}=L^{T} f_{[m]}(\eta, t) \tag{8.3}
\end{equation*}
$$

Since $L^{T}$ is decomposable by definition, we see that (8.3) is readily amenable to solution, whereas the original problem (5.2) may not. In order for (8.3) to represent the actual turbulence dynamics, we must require that the second and third terms of (8.2), both multiplied by $\lambda$, vanish identically:

$$
\begin{align*}
0= & \lambda \sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left\{m^{\prime}\right\}}(\eta, t) \\
& +\lambda^{2}\left(\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left[L^{T}\left(t-t^{\prime}\right)\right]\left\langle m^{\prime}\right| L^{\prime}|m\rangle\right. \\
& \left.\times f_{\{m\}}\left(\eta, t^{\prime}\right)-L^{\prime \prime} f_{\{m\}}(\eta, t)\right) \tag{8.4}
\end{align*}
$$

In the first term, we have replaced $\exp \left(L^{T} t\right) f_{\left\{m^{\prime}\right\}}(\eta, 0)$ by $f_{\left\{m^{\prime}\right\}}(\eta, t)$ because they are related to each other by the solution of (8.3). Since the transition matrix does not allow $\left\{m^{\prime}\right\}=\{m\}$, the first term of (8.4) makes no contribution. Therefore, the operator satisfying

$$
\begin{align*}
L^{\prime \prime} f_{\{m\}}(\eta, t)= & \sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \exp \left[L^{T}\left(t-t^{\prime}\right)\right] \\
& \times\left\langle m^{\prime}\right| L^{\prime}|m\rangle f_{\{m\}}\left(\eta, t^{\prime}\right) \tag{8.5}
\end{align*}
$$

assures fulfillment of (8.4). The zeroth-order problem can thus approximate the acutal turbulence in that $L "$ describes certain of the nonlinear dynamics.

## A. Turbulence dynamic equations

The introduction of (8.5) into (8.3) gives

$$
\begin{align*}
\frac{\partial f_{\{m \mid}(\eta, t)}{\partial t}= & L^{\circ} f_{\{m\}}(\eta, t)+\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \\
& \times \exp \left[L^{T}\left(t-t^{\prime}\right)\right]\left\langle m^{\prime}\right| L^{\prime}|m\rangle f_{\{m\}}\left(\eta, t^{\prime}\right) \tag{8.6}
\end{align*}
$$

This is identical to the lowest-order of (6.4), if we replace $\exp \left(L^{\circ} t\right)$ by $\exp \left(L^{T} t\right)$. Consequently, the modal energy equation derived from (8.6) would be the same as (7.1) except the double lines are replaced by bold lines representing $\exp \left(L_{k, \mu}^{T} t\right)$ :


Hence, this should directly give the renormalized modal energy equation (7.17). The turbulent covariance and averaged Green's functions are defined respectively by (7.16) and (7.12) with the identification

$$
\begin{equation*}
G\left(\eta_{\mathbf{k}, u}, \tau\right)=\exp \left(\sum_{\mathbf{k}, \mu}^{\boldsymbol{T}} \tau\right) \tag{8.8}
\end{equation*}
$$

Next, the averaged Green's equation is given by the prescription

$$
\begin{align*}
& \frac{\partial G_{\mathbf{k}, \mu}(\tau, t)}{\partial \tau} \\
& \quad=-\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, \mu}^{1 / 2}\left(\frac{\partial G\left(\eta_{\mathbf{k}, \mu}, \tau\right)}{\partial \tau}\right) \eta_{\mathbf{k}, \mu}^{1 / 2}\left(\frac{\partial \varphi\left(\eta_{\mathbf{k}, u}, t\right)}{\partial \eta_{\mathbf{k}, \mu}}\right) . \tag{8.9}
\end{align*}
$$

We note from (8.8) that

$$
\begin{equation*}
\frac{\partial G\left(\eta_{\mathbf{k}, \mu}, \tau\right)}{\partial \tau}=L_{\mathbf{k}, \mu}^{T} G\left(\eta_{\mathbf{k}, \mu}, \tau\right) \tag{8.10}
\end{equation*}
$$

For the evaluation of the right-hand side, consider the identity

$$
\begin{equation*}
L^{T} f_{\left(1_{\mathbf{k}, \mu}\right)}(\eta, \tau)=\left(L^{\circ}+L^{\prime \prime}\right) f_{i 1_{\mathbf{k}, \mu^{\prime}}}(\eta, \tau) \tag{8.11}
\end{equation*}
$$

Under the product hypothesis (6.6), we integrate (8.11) over all action variables except $\eta_{\mathbf{k}, \mu}$ :

$$
\begin{align*}
& L_{\mathbf{k}, \mu}^{\boldsymbol{T}} G\left(\eta_{\mathrm{k}, u}, \tau\right) \\
& =L_{\mathbf{k}, u}^{\circ} G\left(\eta_{\mathbf{k}, \mu}, \tau\right)+\int_{0}^{\tau} d \theta \sum_{\mathrm{p}} \sum_{\lambda, \rho} \int d \eta_{\mathrm{p}, \lambda} d \eta_{\mathbf{k}-\mathrm{p}, \rho} \\
& (\tau-\theta) \\
& \times \varphi\left(\eta_{p, \lambda}, \theta\right) \varphi\left(\eta_{\mathbf{k}-\mathrm{p}, \rho}, \theta\right) \mathcal{G}\left(\eta_{\mathbf{k}, u}, \theta\right) . \tag{8.12}
\end{align*}
$$

After the final integration over $\eta_{p}$ and $\eta_{k-p}$, we have

$$
\begin{aligned}
& L_{\mathbf{k}, u}^{T} \mathcal{G}\left(\eta_{\mathbf{k}, u}, \tau\right) \\
& =L_{\mathbf{k}, \mu}^{\circ} \mathcal{G}\left(\eta_{\mathbf{k}, \mu}, \tau\right)+\frac{1}{2}(2 \pi / L)^{3} \sum_{p} \sum_{\lambda, \rho} \int_{0}^{\tau} d \theta
\end{aligned}
$$

$$
\begin{align*}
& \times \eta_{\mathbf{k}, \mu}^{1 / 2} \partial / \partial \eta_{\mathbf{k}, u} \eta_{\mathbf{k}, \mu}^{1 / 2} G\left(\eta_{\mathbf{x}, \mu}, \theta\right) . \tag{8.13}
\end{align*}
$$

Upon introducing (8.13) into (8.9), we recover at once the renormalized Green's equation (7.18).

Finally, (7.19) is recovered by a procedure similar to that we used to derive (7.11). Although $L_{L_{1,4}}^{T}$ now involves $\eta_{\mathbf{k}, u}^{1 / 2} \partial / \partial \eta_{\mathbf{k}, u} \eta_{\mathbf{k}, \mu}^{1 / 2}$ in addition to $\partial / \partial \eta_{\mathbf{k}, u} \eta_{\mathbf{k}, u}$, both the expansion of $\exp \left(L_{k, \mu}^{T} \tau\right)$ and partial integration can be carried out just as in Sec. 7A. In this way, we have rederived the SCF equations as the first-order perturbation about a turbulent flow state but without summing the laminar expansion terms. Conceptually, we can extend the kinetic equation (8.2) to higher orders in $\lambda$, thereby including in the operator $L^{T}$ the dynamic effect of arbitrarily complicated interactions. This, however, does not seem to be a workable way of refining the turbulence theory because such a series, even if we find one, is likely to diverge. ${ }^{17}$

## B. Covariance equations

From the covariance definition, we can obtain two kinds of covariance equations. For the first kind, we differentiate (7.16) with respect to $\tau$ :

$$
\begin{align*}
& \partial U_{\mathbf{k}, \mu}(\tau, t) / \partial \tau \\
& \quad=\int d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, u}^{1 / 2} L_{\mathbf{k}, u}^{T} G\left(\eta_{\mathbf{k}, u}, \tau\right) \eta_{\mathbf{k}, \mu}^{1 / 2} \varphi\left(\eta_{\mathbf{k}, \mu}, t\right) . \tag{8.14}
\end{align*}
$$

Since it has the same form as (8.9), we can immediately write down the equation for $U_{\mathrm{k}, u}(\tau, t)$ in $\tau$ by replacing $\mathrm{G}_{\mathbf{k}, u}(\theta, t)$ in (7.18) by $U_{\mathbf{k}, u}(\theta, t)$. The use of (8.14) is in deriving the fluctuation-dissipation relation, which we have already deduced by the direct term-by-term comparison of the covariance and averaged Green's funtions. Therefore, (8.14) provides no new information in our theory. Without going into detail, we point out that the autocorrelation equation of Balescu-Senatorski is basically of this kind, although they have incorporated the evolution of $\varphi\left(\eta_{\mathrm{k}, u}, t\right)$ by another kinetic equation.

Next, to derive the second kind of covariance equation, we reintroduce into (7.16) the factor

$$
\prod_{(\mathbf{p}, \nu \neq(\mathbf{k}, u)} \int d \eta_{p, \nu} \varphi\left(\eta_{\mathbf{p}, \nu}, t\right)
$$

which is unity. Now the differentiation with respect to $t$ rather than $\tau$ gives

$$
\begin{align*}
& \frac{\partial U_{\mathbf{k}, u}(\tau, t)}{\partial t} \\
& \quad=\int d \eta \eta_{\mathbf{k}, \mu}^{1 / 2} G\left(\eta_{\mathbf{k}, u}, \tau\right) \eta_{\mathbf{k}, \mu}^{1 / 2}\left[\partial f_{(0)}(\eta, t) / \partial t\right] . \tag{8.15}
\end{align*}
$$

The introduction of (8.6) into the above gives

$$
\begin{aligned}
& \left(\frac{\partial}{\partial t}+2 \nu k^{2}\right) U_{\mathbf{k}, u}(\tau, t) \\
& =\left(\frac{2 \pi}{L}\right)^{3} \sum_{p} \sum_{\lambda, p} \int_{0}^{t} d \theta \\
& \times\left\{\left(\bar{\phi}_{\mathbf{k}}^{\mu} \mid \lambda, \hat{p}, \mathbf{k}-\boldsymbol{p}\right)\right)^{2} G_{\mathbf{k}, \mu}(\tau+t-\theta, \theta) U_{p, \lambda}(t-\theta, \theta) U_{\mathbf{k}-\boldsymbol{p}, \rho}(t-\theta, \theta)
\end{aligned}
$$

$$
\begin{align*}
& \left.\times U_{p, \lambda}(t-\theta, \theta) G_{\mathbf{r}-\mathrm{p}, \rho}(t-\theta, \theta)\right\} . \tag{8.16}
\end{align*}
$$

We have used the identity (dropping $\mu$ )

$$
\begin{gathered}
\int d \eta_{\mathbf{k}} \eta_{\mathbf{k}}^{1 / 2} \exp \left(L_{\mathbf{k}}^{T} \tau\right) \eta_{\mathbf{k}}^{1 / 2} \frac{\partial}{\partial \eta_{\mathbf{k}}} \eta_{\mathbf{k}}^{1 / 2} F \\
=-\int d \eta_{\mathbf{k}} \eta_{\mathbf{k}}^{1 / 2} \exp \left(L_{\mathbf{k}}^{T} \tau\right) F,
\end{gathered}
$$

where $F$ is a function of $f_{(0)}$. Note that (8.16) is a trivial generalization of (7.17). It evolves along the simul-taneous-time argument just as (7.17). In the distribution function formalism, all that we can do is to describe the covariance evolution along the diagonal of the $t-t^{\prime}$ plane, whereas the relaxation in the off-diagonal is prescribed by the fluctuation-dissipation relation. This is the inherent limitation of the distribution function formulation. In contradistinction, the DIA can evolve the covariance in the entire $t-t^{\prime}$ plane by two statistical equations, one in $t$ and the other in $t^{\prime}$. Since the modal energy is the simultaneous-time limit of the covariance, the moment formulation can provide more complete statistical information than the distribution function formalism. In some applications, however, the one-time nature of the distribution function formulation is a blessing rather than a curse because it trades the ease of computation for the loss of statistical information.

## 9. HERRING'S SELF-CONSISTENT-FIELD APPROXIMATION

Herring's SCFA also represents perturbation about a turbulent flow field and hence is in spirit very similar to the present perturbation theory. To comment on the SCFA, we shall rederive (8.6) by transcribing Herring's procedure to the triad-interaction representation in action-angle variables. Again the Liouville equation (5.2) is the starting point. We propose to examine the following kinetic equation:

$$
\begin{align*}
\partial f_{\{m\}}(\eta, t) / \partial t= & \int_{0}^{t} d t^{\prime} L^{H}\left(t-t^{\prime}\right) f_{\{m\}}\left(\eta, t^{\prime}\right) \\
& +\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime} V_{m m^{\prime}}\left(t-t^{\prime}\right) f_{\left\{m^{\prime}\right\}}\left(\eta, t^{\prime}\right) \tag{9.1}
\end{align*}
$$

Here, $L^{H}\left(t-t^{\prime}\right)$ is an arbitrary, but decomposable Liouville operator $L^{H}=\sum_{\mathbf{k}}^{+} \sum_{u} L_{\mathbf{k}, H}^{H}$, and the operator

$$
\begin{align*}
V_{m m^{\prime}}\left(t-t^{\prime}\right)= & -L^{H}\left(t-t^{\prime}\right) \delta\left(m-m^{\prime}\right)+L^{\circ} \delta\left(t-t^{\prime}\right) \delta\left(m-m^{\prime}\right) \\
& +\langle m| L^{\prime}\left|m^{\prime}\right\rangle \delta\left(t-t^{\prime}\right) \tag{9.2}
\end{align*}
$$

is defined so as to relate (9.1) with (5.2). In parallel to (8.3), the aim is to describe the actual turbulence by the kinetic equation of a simpler form

$$
\begin{equation*}
\partial f_{(m)}^{H}(\eta, t) / \partial t=\int_{0}^{t} d t^{\prime} L^{H}\left(t-t^{\prime}\right) f_{\{\mathrm{m})}^{H}\left(\eta, t^{\prime}\right) \tag{9,3}
\end{equation*}
$$

By the superscript $H$, we are allowing for the possibility that $f_{[m]}^{H}$ may be different from the actual distribution function at any stage of approximation. Associated with (9.3) is the Green's equation

$$
\begin{equation*}
\partial g_{\{m\}}\left(\eta, t-t^{\prime}\right) / \partial t=\int_{0}^{t} d \theta L^{H}(t-\theta) g_{\{m\}}\left(\eta, \theta-t^{\prime}\right)+\delta\left(t-t^{\prime}\right) \tag{9.4}
\end{equation*}
$$

whose solution is

$$
\begin{align*}
& g_{[m]}\left(\eta, t-t^{\prime}\right) \\
& \quad=1+\int_{t^{\prime}}^{t} d \theta \int_{0}^{\theta} d \theta^{\prime} L^{H}\left(\theta-\theta^{\prime}\right) g_{\{m)}\left(\eta, \theta^{\prime}-t^{\prime}\right) \tag{9.5}
\end{align*}
$$

By treating the second term of (9.1) as the inhomogeneous term, the formal solution becomes

$$
\begin{align*}
f_{\{m\}}(\eta, t)= & f_{\{m \mid}^{H}(\eta, t)+\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime} g_{\{m\}}\left(\eta, t-t^{\prime}\right) \\
& \times \int_{0}^{t^{\prime}} d \theta V_{m m m^{\prime}}\left(t^{\prime}-\theta\right) f_{\left\{m^{\prime}\right]}(\eta, \theta) \tag{9.6}
\end{align*}
$$

Now solve this by iteration

$$
\begin{align*}
f_{\left\{m^{\prime}\right]}(\eta, t)= & f_{\left\{m^{\prime}\right\}}^{H}(\eta, t)+\sum_{\left[m^{\prime \prime}\right\}} \int_{0}^{t} d t^{\prime} g_{\left\{m^{\prime}\right]}\left(\eta, t-t^{\prime}\right) \\
& \times \int_{0}^{t^{\prime}} d \theta V_{m^{\prime} m^{\prime \prime}}\left(t^{\prime}-\theta\right) f_{\left\{m^{\prime}\right]}^{H}(\eta, \theta)+\cdots \tag{9.7}
\end{align*}
$$

The iterative expansion (9.7) can be consolidated into a closed form by using the auxiliary operator satisfying a Dyson's equation; however, such is superfluous because the leading terms are all we need explicitly for the present purpose.

The formulation thus far has been formalistic. To initiate the SCFA, we apply $\sum_{\left(m^{\prime}\right)}\langle m| L^{\prime}\left|m^{\prime}\right\rangle$ to the right of (9.7):

$$
\begin{align*}
\sum_{\left\{m^{\prime}\right\}}\langle & \langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left\{m^{\prime}\right\}}(\eta, t) \\
= & \sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left[m^{\prime}\right\}}^{H}(\eta, t)+\sum_{\left\{m^{\prime}\right]} \sum_{\left\{m^{\prime \prime}\right\}} \int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d \theta \\
& \times\langle m| L^{\prime}\left|m^{\prime}\right\rangle g_{\left\{m^{\prime}\right\}}\left(\eta, t-t^{\prime}\right) V_{m^{\prime} m^{\prime \prime}}\left(t^{\prime}-\theta\right) f_{\left\{m^{\prime}\right]}^{H}(\eta, \theta)+\cdots . \tag{9.8}
\end{align*}
$$

At this point in the perturbation theory, it is important to observe the following steps in the order to be stated. First, we identify the right-hand side of (9.8) with the last term of (5.2); hence we write

$$
\begin{equation*}
\partial f_{\{m\}}(\eta, t) / \partial t-L^{\circ} f_{\{m\}}(\eta, t)=\operatorname{rhs} \text { of }(9.8) \tag{9.9}
\end{equation*}
$$

Secondly, we replace $f_{\{m\}}$ with $f_{\{m\}}^{H}$ on the ground that the two distributions must eventually be indistinguishable, if the perturbation scheme is expected to work:

$$
\begin{align*}
& \partial f_{[m]}^{H}(\eta, t) / \partial t-L^{\circ} f_{\{m]}^{H}(\eta, t) \\
&= \sum_{\left\{m^{\prime}\right\}}\langle m| L^{\prime}\left|m^{\prime}\right\rangle f_{\left\{m^{\prime}\right]}^{H}(\eta, t)+\sum_{\left\{m^{\prime} \mid\{ \right.} \sum_{\left\{m^{\prime \prime}\right]} \int_{0}^{t} d t^{\prime} \int_{0}^{t^{t}} d \theta \\
& \times\langle m| L^{\prime}\left|m^{\prime}\right\rangle g_{\left\{m^{\prime}\right\}}\left(\eta, t-t^{\prime}\right) V_{m^{\prime} m^{\prime}}\left(t^{\prime}-\theta\right) f_{\left\{m^{\prime \prime}\right]}^{H}(\eta, \theta)+\cdots \tag{9.10}
\end{align*}
$$

This second step should not preceed the first. That is, if we had applied $f_{\{m\}} \rightarrow f_{\{m \mid}^{H}$ directly to (9.8), it would have resulted in cancellation of the two terms adjacent
to the equality sign. Since the transition matrix ( $\left.m\left|L^{\prime}\right| m^{\prime}\right\rangle$ does not allow $\{m\}=\left\{m^{\prime}\right\}$, the first righthand side term of ( 9.10 ) makes no contribution. Similarly, only the $\left\langle m^{\prime}\right| L^{\prime}\left|m^{\prime \prime}\right\rangle \delta\left(t-t^{\prime}\right)$ of $V_{m^{\prime} m^{\prime \prime}}$ will contribute to the last term of (9.10):

$$
\begin{align*}
\partial f_{(m\}}^{H}(\eta, t) / \partial t= & L^{\circ} f_{\{m\}}^{H}(\eta, t)+\sum_{\left\{m^{\prime}\right\}} \int_{0}^{t} d t^{\prime}\langle m| L^{\prime}\left|m^{\prime}\right\rangle \\
& \times g_{\left\{m^{\prime}\right\}}\left(\eta, t-t^{\prime}\right)\left\langle m^{\prime}\right| L^{\prime}|m\rangle f_{\{m\}}^{H}\left(\eta, t^{\prime}\right) \tag{9.11}
\end{align*}
$$

Upon identifying $g_{\left[m^{\prime}\right)}\left(\eta, t-t^{\prime}\right)$ with $\exp \left[L^{T}\left(t-t^{\prime}\right)\right]$, (9.11) agrees with (8.6). We have thus demonstrated similarity between Herring's SCFA and the present perturbation procedure.

## 10. STATIONARY TURBULENCE DYNAMICS

Let us examine the stationary behavior of (7.17) and (7.18). Suppose that $\varphi\left(\eta_{\mathbf{k}, \mu}\right)$ has the stationary distribution

$$
\begin{equation*}
\varphi\left(\eta_{\mathbf{k}, \mu}\right)=q_{\mathbf{k}, \mu}^{-1} \exp \left(-\eta_{\mathbf{k}, \mu} / q_{\mathbf{k}, u}\right) \tag{10.1}
\end{equation*}
$$

Since $q_{\mathbf{k}, \mu}=\int_{0}^{\infty} d \eta_{\mathbf{k}, \mu} \eta_{\mathbf{k}, \mu} \varphi\left(\eta_{\mathbf{k}, \mu}\right)$, it is the stationary value of the modal energy, $I_{\mathrm{k}, \mu} \rightarrow q_{\mathrm{k}, \mu}$ as $t \rightarrow \infty$. It is well known that (10.1) is the steady solution of a Fokker-Planck equation ${ }^{7}$

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}=\omega_{\mathbf{k}, \mu} \frac{\partial}{\partial \eta_{\mathbf{k}, \mu}}\left(q_{\mathbf{k}, \mu} \eta_{\mathbf{k}, \mu} \frac{\partial}{\partial \eta_{\mathbf{k}, \mu}}+\eta_{\mathbf{k}, \mu}\right) \varphi \tag{10.2}
\end{equation*}
$$

where $\omega_{k, u}$ is the dynamic friction. The random process cannot be Gaussian in action-angle variables; hence (10.2) is not the more familiar Gaussian FokkerPlanck equation. Since $L^{T}$ is decomposable, the zerothorder problem (8,3) can be written down for each ( $\mathbf{k}, \mu$ ) (by dropping $\mu$ )

$$
\begin{equation*}
\partial \varphi\left(\eta_{\mathbf{k}}, t\right) / \partial t=L_{\mathbf{k}}^{T} \varphi\left(\eta_{\mathbf{k}}, t\right) \tag{10.3}
\end{equation*}
$$

We shall consider here a particular operator representation
$L_{\mathbf{k}}^{T}=\omega_{\mathbf{k}}\left[\frac{\partial}{\partial \eta_{\mathbf{k}}}\left(q_{\mathbf{k}} \eta_{\mathbf{k}} \frac{\partial}{\partial \eta_{\mathbf{k}}}+\eta_{\mathbf{k}}\right)-\frac{1}{2}\left(1+\frac{q_{\mathbf{k}}}{2 \eta_{\mathbf{k}}}\right)\right]$,
Note that the Fokker-Planck operator of (10.2) appears in the first parenthesis. On the other hand, we have introduced the second parenthesis so as to expand $L_{k}^{T}$ in terms of the associated Laguerre polynomials of order 1. Although this choice is not unique, the expansion of $L_{1}^{T}$ by the Laguerre polynomials of other orders will lead to the same stationary dynamics. Formally, the Green's operator of (10.3) is $\exp \left(\angle \frac{T}{x} t\right)$. Since the Green's operator enters into the covariance and averaged Green's functions, our immediate goal is to derive a concrete representation for it.

To this end, we consider the eigenvalue problem ${ }^{18,19}$

$$
\begin{equation*}
L \underset{\mathbf{r}}{T_{\mathbf{k}}} \psi_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right)=-\omega_{\mathbf{k}} r_{\mathbf{k}} \psi_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right) \tag{10.5}
\end{equation*}
$$

which for the eigenvalues $r_{k}=1,2,3, \cdots$ has the eigenfunctions
$\psi_{r_{k}}\left(\eta_{\mathbf{k}}\right)=\frac{\left(r_{\mathbf{k}}-1\right)!}{\left(r_{\mathbf{k}}!\right)^{3}} q_{\mathbf{k}}^{-1} \exp \left(-\frac{\eta_{\mathbf{k}}}{q_{\mathbf{k}}}\right)\left(\frac{\eta_{\mathbf{k}}}{q_{\mathbf{k}}}\right)^{1 / 2} L_{r_{k}}^{1}\left(\frac{\eta_{\mathbf{k}}}{q_{\mathbf{k}}}\right)$,
where $L_{r_{\mathbf{k}}}^{1}(x)$ are the associated Laguerre polynomials of order 1. Here the associated Laguerre polynomials of
order $s$ are defined by differentiating the Laguerre polynomials $s$ times, $L_{r}^{s}(x)=d^{s} L_{r}(x) / d x^{s}$, and satisfy ${ }^{20}$ $x d^{2} L_{r}^{s}(x) / d x^{2}+(s+1-x) d L_{r}^{s}(x) / d x+(r-s) L_{r}^{s}(x)=0$.

Associated with (10.5) is the adjoint eigenvalue problem

$$
\begin{equation*}
\tilde{L}_{\mathbf{k}}^{T} \tilde{\psi}_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right)=-\omega_{\mathbf{k}} \boldsymbol{r}_{\mathbf{k}} \tilde{\psi}_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right) \tag{10.7}
\end{equation*}
$$

where the adjoint operator is

$$
\begin{align*}
\tilde{L}_{\mathbf{k}}^{T}= & \omega_{\mathbf{k}}\left[q_{\mathbf{k}} \eta_{\mathbf{k}} \frac{\partial^{2}}{\partial \eta_{\mathbf{k}}^{2}}+\left(q_{\mathbf{k}}-\eta_{\mathbf{k}}\right) \frac{\partial}{\partial \eta_{\mathbf{k}}}\right. \\
& \left.-\frac{1}{2}\left(1+\frac{q_{\mathbf{k}}}{2 \eta_{\mathbf{k}}}\right)\right] \tag{10.8}
\end{align*}
$$

The eigenfunctions of (10.7) are

$$
\begin{equation*}
\tilde{\psi}_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right)=\left(\frac{\eta_{\mathbf{k}}}{q_{\mathbf{k}}}\right)^{1 / 2} L_{r_{\mathbf{k}}}^{1}\left(\frac{\eta_{\mathbf{k}}}{q_{\mathbf{k}}}\right) \tag{10.9}
\end{equation*}
$$

for the eigenvalues $r_{k}=1,2,3, \cdots$. Note that $\psi_{r_{k}}$ and $\tilde{\psi}_{r_{k}}$ form a set of biorthogonal (normalized) eigenfunctions

$$
\begin{equation*}
\int_{0}^{\infty} d \eta_{\mathbf{k}} \psi_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right) \tilde{\psi}_{r_{\mathbf{k}}^{\prime}}\left(\eta_{\mathbf{k}}\right)=\delta_{r_{\mathbf{k}} r_{\mathbf{k}}^{\prime}} \tag{10.10}
\end{equation*}
$$

Now the Green's equation for (10.3) is
$\partial g\left(\eta_{\mathbf{k}}, \eta_{\mathbf{k}}^{\prime}, t, t^{\prime}\right) / \partial t=L_{\mathbf{k}}^{\boldsymbol{T}} g\left(\eta_{\mathbf{k}}, \eta_{\mathbf{k}}^{\prime}, t, t^{\prime}\right)+\delta\left(\eta_{\mathbf{k}}-\eta_{\mathbf{k}}^{\prime}\right) \delta\left(t-t^{\prime}\right)$.

In terms of the biorthogonal eigenfunctions, we can write down the solution

$$
\begin{align*}
& g\left(\eta_{\mathbf{k}}, \eta_{\mathbf{k}}^{\prime}, t-t^{\prime}\right) \\
& \quad=\sum_{r_{\mathbf{k}}=1}^{\infty} \exp \left[-\omega_{\mathbf{k}} r_{\mathbf{k}}\left(t-t^{\prime}\right)\right] \psi_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right) \tilde{\psi}_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}^{\prime}\right) \tag{10.12}
\end{align*}
$$

Hence, the Green's operator has the form

$$
\begin{align*}
G\left(\eta_{\mathbf{k}}, t-t^{\prime}\right)= & \sum_{r_{\mathbf{k}}=1}^{\infty} \exp \left[-\omega_{\mathbf{k}} r_{\mathbf{k}}\left(t-t^{\prime}\right)\right] \\
& \times \psi_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}\right) \int_{0}^{\infty} d \eta_{\mathbf{k}}^{\prime} \tilde{\psi}_{r_{\mathbf{k}}}\left(\eta_{\mathbf{k}}^{\prime}\right) \tag{10.13}
\end{align*}
$$

By using this operator, the covariance under (10.1) becomes

$$
\begin{equation*}
U_{\mathbf{k}}(t-\theta, \theta)=q_{\mathbf{k}} \exp \left[-\omega_{\mathbf{k}}(t-\theta)\right] \tag{10.14}
\end{equation*}
$$

and the averaged Green's function reduces to

$$
\begin{equation*}
G_{\mathbf{k}}(t-\theta, \theta)=\exp \left[-\omega_{\mathbf{k}}(t-\theta)\right] \tag{10.15}
\end{equation*}
$$

As anticipated, (10.14) and (10.15) satisfy the fluctua-tion-dissipation relation. The phase-correlation function has the form $\exp \left[-\omega_{\mathbf{k}}(t-\theta)\right]$, thereby representing the solution of a Fokker-Planck equation.

Let us now introduce (10.14) and (10.15) into (7.17) and (7.18). First, carry out the $\theta$ integration in (7.17) and let $t \rightarrow \infty$. By noting $\partial I_{\mathbf{k}, \mu} / \partial t \rightarrow 0$ as $t \rightarrow \infty$, the modal energy relation in isotropic form becomes

$$
\begin{align*}
\nu k^{2} q(k)= & \pi k \int_{\Delta} \int_{\Delta} d p d q p q \\
& \times\left(\frac{a(k, p, q) q(p) q(k-p)-b(k, p, q) q(k) q(k-p)}{\omega(k)+\omega(p)+\omega(k-p)}\right) \tag{10.16}
\end{align*}
$$

Following Sec. 7C, we have extended the isotropic requirements to $q_{k, \mu}=q(k) / 2$ and $\omega_{\mathbf{k}, \mu}=\omega(k)$. Secondly,
we perform the $\theta$ integration in (7.18), and then integrate the resulting equation in $\tau$ over $[0, \infty]$. The dynamic friction in isotropic form then becomes

$$
\begin{equation*}
\omega(k)=\nu k^{2}+\pi k \iint_{\Delta} d p d q p q \frac{b(k, p, q) q(k-p)}{\omega(p)+\omega(k-p)} \tag{10.17}
\end{equation*}
$$

The pair (10.16) and (10.17) describes the relationship among the triad modal energies in the stationary limit of (7.17) and (7.18). They agree in form with Herring's stationary SCFA ${ }^{4}$ in that (10.16) has the relaxation factor $[\omega(k)+\omega(p)+\omega(k-p)]^{-1}$, whereas (10.17) has a slightly different one, $[\omega(p)+\omega(k-p)]^{-1}$. Although Edwards ${ }^{8}$ also derives a pair relation similar to (10.16) and (10.17), his dynamic friction has the relaxation factor $[\omega(k)+\omega(p)+\omega(k-p)]^{-1}$.

## 11. CONCLUSIONS BY WAY OF A UNIFYING OBSERVATION

The turbulence theories of Balescu-Senatorski ${ }^{6}$ and Herring ${ }^{5}$ parallel the perturbation schemes of Wyld ${ }^{3}$ and Kraichnan ${ }^{1}$ developed in the moment formulation. In summary, the theories of Balescu-Senatorski and Wyld involve the laminar perturbation and renormalization. On the other hand, both Herring and Kraichnan develop perturbation about a reference flow state which is very close to the actual turbulent field, thereby avoiding the tedious renormalization. Two other theories of Edwards ${ }^{8}$ and Phythian, ${ }^{16}$ however, represent perturbation about the Gaussian random process. Edwards' theory belongs to the distribution function formalism, and Phythian's theory is based on the moment formulation. In Table II, the three turbulence theories in each formulation category are classified according to the underlying perturbation schemes.

The reference flow state of Phythian's theory is described by the Langevin equation (see, for instance, Ref. 21). Phythian was able to determine the dynamic friction and diffusion coefficient (the variance of external random forces) in terms of the triad interactions, thereby recovering the stationary DIA equations in frequency domain. In Edwards' theory, the reference flow state is governed by the Fokker-Planck equation (see, for instance, Ref. 22). Edwards derives one condition relating both the dynamic friction and diffusion coefficient with the triad interactions. He then splits this condition into two parts: one for the dynamic friction and the other for the diffusion coefficient. With this much latitude allowed, Edwards' theory cannot give the totally

TABLE II. Classification of turbulent theories.

| Formulation | Moment | Distribution <br> function |
| :--- | :--- | :--- |
| Perturbation | Wyld (1961) | Balescu- <br> Senatorski (1970) |
| About the Iaminar <br> flow | Kraichnan (1958) | Herring (1965-66) |
| About a turbulent <br> flow | Phythian (1969) | Edwards (1964) |
| About the Gaussian <br> random process |  |  |

correct stationary dynamics in that the relaxation factor of (10.17) becomes erroneously replaced by $[\omega(k)+\omega(p)+\omega(k-p)]^{-1}$. Here the trouble is the onetime nature of the distribution function formalism, which impedes the simultaneous determination of the dynamic friction and diffusion coefficient. Since the random process is not Gaussian in action-angle variables, the present statistical mechanical formulation cannot be used to investigate Edwards' theory. We must therefore go back to the triad-interaction representation (2.6) and start anew the theoretical formulation but without having access to the elegant transition matrix. We shall briefly sketch Edwards' theory in Appendix B, and show the predicament in determining the dynamic friction and diffusion coefficient simultaneously.
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## APPENDIX A: THE PRODUCT HYPOTHESIS

Under the cycle approximation, the kinetic equation (6.4) becomes
$\frac{\partial f_{\text {for }}(\eta, t)}{\partial t}=L^{\circ} f_{\{0\}}(\eta, t)+2 \int_{0}^{t} d \theta$


Consider the inviscid case. The first term drops out of (A1) and the laminar $\exp \left(\mathcal{L}_{\mathrm{k}, \mu}^{\circ} t\right)$ denoted by the double line degenerates to the unit operator. Hence, the inviscid kinetic equation becomes

$$
\begin{equation*}
\partial f_{\{0\}}(\eta, t) / \partial t \tag{A2}
\end{equation*}
$$



Let us solve this by iteration:
$f_{\{0\}}(\eta, t)=f_{\{0\}}(\eta, 0)+\left(t^{2} / 2!\right)$


Suppose that the product hypothesis is initially imposed, $f_{\{0\}}(\eta, 0)=\Pi_{\mathbf{k}, \mu} \varphi\left(\eta_{\mathbf{k}, \mu}, 0\right)$. Upon applying $\int_{(\mathbf{k}, \mu} d \eta$ to (A3),
we find that $\varphi\left(\eta_{\mathbf{k}, \mu}, 0\right)$ separates out from the factors $I_{\phi}$ and $I_{\mathbf{k}-\mathrm{p}}$. Thus, in the cycle approximation the single mode distribution $\varphi\left(\eta_{\mathbf{k}, u}, t\right)$ will not induce statistical interaction with other $\varphi$ 's, if they are statistically independent at the initial time.

## APPENDIX B: EDWARDS' GENERALIZED-RANDOM-PHASE APPROXIMATION

We shall briefly retrace the essential steps of Edwards' turbulence theory, thereby indicating the difficulty in simultaneously determining the dynamic friction and diffusion coefficient. Consider an abstraction of the triad-interaction representation

$$
\begin{equation*}
d x_{k} / d t+\nu k^{2} x_{k}=\sum_{p, q} \bar{\phi}_{k p_{q}} x_{p} x_{a}+r_{k} \tag{B1}
\end{equation*}
$$

where $x_{k}$ denotes a suitable enumeration of $v^{u}(\mathbf{k})$ and $w^{\mu}(\mathbf{k})$, and $r_{k}$ is the random force for mode $k$. The symmetrized coupling coefficient $\bar{\phi}_{k \neq q}$ is symmetric in $p$ and $q$, and $\bar{\phi}_{k p q}+\bar{\phi}_{p q k}+\bar{\phi}_{q k p}=0$ assures the energy conservation. Now take arbitrary nonrandom function $R_{k}(x, t)$ and random function $s_{k}(t)$. After adding $R_{k} x_{k}+s_{k}$ to both sides of (B1), we put the resulting equation in the form ${ }^{23}$
$d x_{k} / d t=-\omega_{k} x_{k}+h_{k}+\lambda \sum_{p . q} \phi_{k p q} x_{p} x_{q}+\lambda^{2}\left(R_{k} x_{k}-s_{k}\right)$,
where

$$
\begin{align*}
& \omega_{k}=\nu k^{2}+R_{k},  \tag{B3}\\
& h_{k}=r_{k}+s_{k} . \tag{B4}
\end{align*}
$$

We have introduced the ordering parameter $\lambda$ into ( $B 2$ ) [see Eq. (8.1)].

The reference flow state ( $\lambda=0$ ) is the Langevin equation

$$
\begin{equation*}
d x_{k} / d t=-\omega_{k} x_{k}+h_{k} \tag{B5}
\end{equation*}
$$

Since the stochastic solution of (B5) is completely known under the Gaussian $h_{k}$, the objective is to determine $\omega_{k}$ and the variance of $h_{k}$ in such a way that (B5) can best approximate (B1) in a statistical sense. This is Phythian's self-consistent perturbation theory based on the moment formulation, which yields exactly the stationary DIA equations in frequency domain.

Under the Gaussian $h_{k}$ the distribution function $F(x)$ satisfies the Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial F}{\partial t}-\sum_{k} \frac{\partial}{\partial x_{k}}\left(\omega_{k} x_{k}+d_{k} \frac{\partial}{\partial x_{k}}\right) F=0 \tag{B6}
\end{equation*}
$$

where $d_{k}$ is the diffusion coefficient ( $2 d_{k}$ is the variance of $h_{k}$ ). On the other hand, the Liouville equation for the phase space points which evolve according to (B5) is

$$
\begin{equation*}
\frac{\partial F}{\partial t}-\sum_{k} \frac{\partial}{\partial x_{k}}\left(\omega_{k} x_{k}-h_{k}\right) F=0 \tag{B7}
\end{equation*}
$$

Comparing (B6) and (B7), we can infer the correspondence between the forcing and equivalent diffusion terms:

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} h_{k} F \longrightarrow-\frac{\partial}{\partial x_{k}} d_{k} \frac{\partial}{\partial x_{k}} F . \tag{B8}
\end{equation*}
$$

Edwards' theory begins with the Liouville equation for the phase space points evolving according to (B2):
$\frac{\partial F}{\partial t}-\sum_{k} \frac{\partial}{\partial x_{k}}\left\{\left(\omega_{k} x_{k}+d_{k} \frac{\partial}{\partial x_{k}}\right)-\lambda \sum_{p, q} \bar{\phi}_{k p_{q}} x_{p} x_{q}\right.$

$$
\begin{equation*}
\left.-\lambda^{2}\left(R_{k} x_{k}+S_{k} \frac{\partial}{\partial x_{k}}\right)\right\} F=0 \tag{B9}
\end{equation*}
$$

In the above we have invoked another correspondence in analogy to (B8):

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} s_{k} F \longrightarrow-\frac{\partial}{\partial x_{k}} S_{k} \frac{\partial}{\partial x_{k}} F, \tag{B10}
\end{equation*}
$$

where $2 S_{k}$ is the variance of $s_{k}$. Since $r_{k}$ and $s_{k}$ are
statistically independent, we find from (B4) that

$$
\begin{equation*}
d_{k}=e_{k}+S_{k} \tag{B11}
\end{equation*}
$$

where $2 e_{k}$ is the variance of $r_{k}$.
For the steady-state $\partial F / \partial t=0$, we look for a series solution ${ }^{8,24}$

$$
\begin{equation*}
F=F^{0}+\lambda F^{1}+\lambda^{2} F^{2}+\cdots \tag{B12}
\end{equation*}
$$

The zeroth-order $F^{0}$ has the solution

$$
\begin{equation*}
F^{0}(x)=\prod_{k} f\left(x_{k}\right)=\prod_{k}\left(2 \pi q_{k}\right)^{-1 / 2} \exp \left(-x_{k}^{2} / 2 q_{k}\right) . \tag{B13}
\end{equation*}
$$

Here the modal energy $q_{k}=\int_{-\infty}^{\infty} d x_{k} x_{k}^{2} f\left(x_{k}\right)$ is related to the ratio

$$
\begin{equation*}
q_{k}=d_{k} / \omega_{k} \tag{B14}
\end{equation*}
$$

The first-order $F^{1}$ becomes

$$
\begin{equation*}
F^{1}(x)=\sum_{k, p, q} \bar{\phi}_{k \neq q} q_{k}^{-1} x_{k} x_{p} x_{q} \Omega_{k p q}^{-1} F^{0}(x) \tag{B15}
\end{equation*}
$$

where $\Omega_{k p q}=\omega_{k}+\omega_{p}+\omega_{q}$. The solution of $F^{2}$ is complicated because of the proliferation of product terms when $\partial / \partial x_{k} \bar{\phi}_{k p q} x_{\phi} x_{q}$ operates twice on $F^{0}$. Considering only the terms multiplied by $\left(1 / 4 \omega_{k}\right) H_{2}\left(x_{k} / \sqrt{2 q_{k}}\right)$, where $H_{2}$ is the Hermite polynomial of order 2 , we have

$$
\begin{align*}
F^{2}(x)= & \sum_{k}\left(R_{k}-S_{k} q_{k}^{-1}+2 \sum_{p, q}\left(\bar{\phi}_{k p q}\right)^{2} \Omega_{k p q}^{-1} q_{k}^{-1} q_{p} q_{q}\right. \\
& \left.+4 \sum_{p, q} \bar{\phi}_{k p q} \bar{\phi}_{p q k} \Omega_{k p q}^{-1} q_{q}\right)\left(1 / 4 \omega_{k}\right) \\
& \times H_{2}\left(x_{k} / \sqrt{2 q_{k}}\right) F^{0}(x)+\cdots, \tag{B16}
\end{align*}
$$

where the three dots represent terms involving the coefficients different from $\left(1 / 4 \omega_{k}\right) H_{2}\left(x_{k} / \sqrt{2 q_{k}}\right)$.

Since we shall require the zeroth-order problem to share the same modal energy with the actual turbulent flow, it is necessary that

$$
\begin{equation*}
\lambda \int d x x_{k}^{2} F^{1}(x)+\lambda^{2} \int d x x_{k}^{2} F^{2}(x)=0 \tag{B17}
\end{equation*}
$$

The first integral is zero due to the antisymmetry. We must therefore demand that

$$
\begin{align*}
R_{k}- & S_{k} q_{k}^{-1}+2 \sum_{p, q}\left(\bar{\phi}_{k p q}\right)^{2} \Omega_{k p q}^{-1} q_{k}^{-1} q_{p} q_{q} \\
& +4 \sum_{p, q} \bar{\phi}_{k p q} \bar{\phi}_{p q k} \Omega_{k p q}^{-1} q_{q}=0 \tag{B18}
\end{align*}
$$

Note that (B18) is not sufficient for (B17) because the additional terms denoted by the three dots in (B16) do not all drop out (in contrast to Edwards' claim). At any rate, let us accept (B18) as the unique condition. This is the first ambiguity of Edwards' theory. By physical arguments, Edwards breaks up (B18) into two relations:

$$
\begin{equation*}
R_{k}=-4 \sum_{p, q} \bar{\phi}_{k p q} \bar{\phi}_{p q k} \Omega_{k p q}^{-1} q_{q} \tag{B19}
\end{equation*}
$$

$$
\begin{equation*}
S_{k}=2 \sum_{p, q}\left(\bar{\phi}_{k p_{q}}\right)^{2} \Omega_{k p q}^{-1} q_{p} q_{q} \tag{B20}
\end{equation*}
$$

This is the second ambiguity. The dynamic friction (B3) then becomes

$$
\begin{equation*}
\omega_{k}=\nu k^{2}-4 \sum_{p, q} \bar{\phi}_{k p q} \bar{\phi}_{p q k} q_{q} /\left(\omega_{k}+\omega_{p}+\omega_{q}\right) \tag{B21}
\end{equation*}
$$

In view of (B11) and (B14), the modal energy relation becomes

$$
\begin{align*}
\nu k^{2} q_{k}=e_{k} & +2 \sum_{p, q}\left(\bar{\phi}_{k p q}\right)^{2} q_{p} q_{q} /\left(\omega_{k}+\omega_{p}+\omega_{q}\right) \\
& +4 \sum_{p, q} \bar{\phi}_{k p q} \bar{\phi}_{p q k} q_{k} q_{q} /\left(\omega_{k}+\omega_{p}+\omega_{q}\right) \tag{B22}
\end{align*}
$$

Compare these with (10.16) and (10.17). The modal energy relation (B22) agrees in form with (10.16); however, the dynamic friction (B21) has a relaxation factor $\left(\omega_{k}+\omega_{p}+\omega_{q}\right)^{-1}$ apparently different from (10.17). The simultaneous determination of $R_{k}$ and $S_{k}$ is not possible because of the one-time nature of the distribution function formalism. We have indicated how the two-time formulation can rectify Edwards' theory, thereby yielding the correct relaxation factors for both the dynamic friction and diffusion coefficient. Since our argument is heuristic, we shall not present here the detail which may be found in the original manuscript.
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# Quasiperiodic pointwise solutions of the periodic, time-dependent Schrödinger equation* 
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For Hamiltonians periodic in time, we obtain under certain assumptions a condition which is necessary and sufficient for the existence of quasiperiodic pointwise solutions to the Schrödinger equation. Orthonormality and completeness of these functions in $L^{2}\left(R^{n}\right)$ are investigated, and the time-displacement operator is considered as a sum of quasiperiodic terms.

## 1. INTRODUCTION

Despite its antiquity, the periodic, time-dependent Schrödinger equation

$$
\begin{equation*}
i \frac{\partial}{\partial t} \psi=H(t) \psi, \quad H(t+\tau)=H(t) \tag{1.1}
\end{equation*}
$$

remains a largely unsolved problem in quantum mechanics. It is also an important one, for it represents in particular the interaction of a system of quantum mechanical particles with classical monochromatic radiation. One question of interest is whether there are solutions to the equation which are quasiperiodic in form, that is, solutions which can be written as

$$
\begin{equation*}
\psi(t)=f(t) \exp (-i \alpha t), \quad f(t+\tau)=f(t) \tag{1.2}
\end{equation*}
$$

where $f(t)$ is periodic in time and $\alpha$ is a real constant. Such functions would correspond to stable physical behavior and provide a counterpart to the stationary states of time-independent theory.

In this work we shall begin a function-analytic investigation of quasiperiodic solutions to the Schrödinger equation by an approach based on a spectral operator acting in $L^{2}\left(R^{n} \times[0, \tau]\right)$. Under certain assumptions we obtain a criterion which is both necessary and sufficient for the existence of quasiperiodic solutions in $L^{2}\left(R^{n}\right)$. In addition, we investigate orthonormality and completeness of these solutions as well as the expression of the time-displacement operator as a sum of quasiperiodic terms.

Strong motivation for the existence of quasiperiodic solutions is provided by Floquet's theorem ${ }^{1}$ which states that, for an $n$-dimensional homogeneous system of ordinary linear differential equations

$$
\begin{equation*}
i \frac{d}{d t} \mathbf{x}=\mathbf{Y}(t) \mathbf{x}, \quad \mathbf{Y}(t+\tau)=\mathbf{Y}(t) \tag{1.3}
\end{equation*}
$$

the solution may be written as

$$
\begin{equation*}
\mathbf{x}=\mathbf{P}(t) \exp (i \mathbf{J} t) \mathbf{c}, \quad \mathbf{P}(t+\boldsymbol{\tau})=\mathbf{P}(t) \tag{1.4}
\end{equation*}
$$

where $\mathbf{P}(t)$ is a periodic matrix, $\mathbf{c}$ is an arbitrary constant vector, and J is a constant matrix in Jordan form. When $\mathbf{Y}(t)$ is Hermitian, $\mathbf{J}$ is diagonal and real, and the components of (1.4) are given by

$$
\begin{equation*}
x_{j}=\sum_{k=1}^{n} p_{j k}(t) \exp \left(i J_{k} t\right) c_{k} \tag{1.5}
\end{equation*}
$$

We may draw an analogy between the Schrödinger equation and the Floquet system by, for example, expanding the wavefunction in a coordinate basis set and noting that the time-dependent coefficients form a system of
type (1.3) with Hermitian $\mathbf{Y}(t)$. The only difference is that the dimension is now infinite, and for this reason we cannot always expect quasiperiodic solutions in the Hilbert space of interest. For example, in the simple case of a free particle Hamiltonian there are no quasiperiodic solutions of (1.1) in $L^{2}\left(R^{3}\right)$. This points out the need for a condition which is necessary as well as sufficient.

Several other authors ${ }^{2-6}$ have noted the relevance of quasiperiodic solutions to the Schrödinger equation and have developed perturbation schemes for obtaining them. Although the convergence of these series and, indeed, the existence of such solutions is in question, Young et al. ${ }^{2}$ have pointed out that they may have asymptotic validity with respect to a perturbation parameter.

The spectral operator upon which we base our approach is introduced in the following section for Hamiltonians with regular coefficients and for those with many-body Coulombic singularities. The next three sections are largely preparatory to the existence theorems in Sec. 6, although the orthonormality and completeness theorems in Sec. 4 are of additional interest. In Sec. 7 the time-displacement operator is considered first as a sum of quasiperiodic terms and then in a more compact form.

## 2. THE SCHRÖDINGER OPERATOR

Assume for a moment that there exists a quasiperiodic function

$$
\begin{equation*}
\psi(t)=\exp (-i \lambda t) \zeta(t), \quad \zeta(t+\tau)=\zeta(t) \tag{2.1}
\end{equation*}
$$

which satisfies the Schrödinger equation (1.1) in a pointwise sense. Then the periodic function $\zeta(t)$ satisfies the equation

$$
\begin{equation*}
A(t) \zeta(t) \equiv\left(H(t)-i \frac{\partial}{\partial t}\right) \zeta(t)=\lambda \zeta(t) \tag{2.2}
\end{equation*}
$$

so $\zeta(t)$ is an eigenfunction of $A(t)$ with real eigenvalue. It is well known that if a linear operator in a separable Hilbert space is self-adjoint, then a complete set of eigenfunctions and eigenpackets of the operator exists in the space. ${ }^{7}$ This suggests, then, that we attempt to make $A(t)$ into a self-adjoint operator, the existence of whose eigenfunctions will imply the existence of quasiperiodic solutions.

First we choose a suitable Hilbert space. Quantum mechanically we shall ultimately be interested in solutions in $L^{2}\left(R^{n}\right)$, so this must be a subspace. Periodicity in the $t$ variable suggests we choose $L^{2}\left(R^{n} \times[0, \tau]\right) .{ }^{8}$ Norms and scalar products with subscripts $x, t$, and $x t$
refer respectively to $L^{2}\left(R^{n}\right), L^{2}[0, \tau]$, and $L^{2}\left(R^{n} \times[0, \tau]\right)$. Norms and scalar products without a subscript refer to $L^{2}\left(R^{\eta}\right)$.

Now we define the Schrödinger operators more precisely. Reasons for various qualifications are given subsequently. The operator $A_{1}$ in $D\left(A_{1}\right)$ below is characterized by regular coefficients.

$$
\begin{align*}
A_{1} \equiv & \sum_{j_{k}=1}^{n} \frac{\partial}{\partial x_{j}} a_{j k}(x, t) \frac{\partial}{\partial x_{k}}+i \sum_{j=1}^{n}\left(b_{j}(x, t) \frac{\partial}{\partial x_{j}}+\frac{\partial}{\partial x_{j}} b_{j}(x, t)\right) \\
& +q(x, t)-i \frac{\partial}{\partial t}, \tag{2.3}
\end{align*}
$$

where
( $\alpha$ ) $a_{j k}, b_{j}, q$ real, $a_{j k}=a_{k f}$;
( $\beta$ ) $a_{j k}, b_{j} \in C^{1 ; 0}\left(R^{n} \times[0, \tau]\right), \quad q \in C^{0}\left[R^{n} \times[0, \tau]\right.$;
( $\gamma$ ) $a_{f k}, b_{j}, q$ satisfy $g(x, \tau)=g(x, 0)$.
$C^{l ; m}\left(R^{n} \times[0, \tau]\right)$ is the set of all functions on $R^{n} \times[0, \tau]$ with continuous coordinate derivatives of $l$ th order and a continuous time derivative of $m$ th order. When $l$ is equal to $m$, a single superscript is used. A subscript of zero denotes compact support in $R^{n} \times[0, \tau]$. If

$$
\begin{equation*}
I_{1}=\left\{u \mid u \in C_{0}^{\infty}\left(R^{n} \times[0, \tau]\right), u(x, \tau)=u(x, 0)\right\} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\left\{u \mid u \in C_{0}^{2 ; 1}\left(R^{n} \times[0, \tau]\right), \quad u(x, \tau)=u(x, 0)\right\}, \tag{2.5}
\end{equation*}
$$

then $D_{\alpha}$ is defined to be any linear subspace of $L^{2}\left(R^{n}\right.$ $\times[0, \tau])$ such that
( $\alpha$ ) $I_{1} \subseteq D_{\alpha} \subseteq I_{2}$,
( $\beta$ ) if $u \in D_{\alpha}$, then, for all integers $n, u \exp [2 \pi i n t / \tau]$ $\in D_{\alpha}$.
Clearly, $I_{1}, I_{2}$ themselves satisfy (2.6B). $D_{\beta}$ is defined by the expression

$$
\begin{align*}
D_{B} \equiv & \left\{u \mid u \in C^{2 ; 1}\left(R^{n} \times[0, \tau]\right), \quad u(x, \tau)=u(x, 0),\right. \\
& \left.u, A_{1} u \in L^{2}\left(R^{n} \times[0, \tau]\right)\right\} . \tag{2.7}
\end{align*}
$$

The domain $D\left(A_{1}\right)$ is then taken to be either $D_{\alpha}$ or $D_{\beta}$.
The operator $A_{2}$ in $D\left(A_{2}\right)$ below allows for the presence of many-body Coulombic potentials. We consider $m$ particles and denote the coordinate vector of the $k$ th particle by $\vec{r}_{k}$. Let $\left\{a_{j}^{k}\right\}$, where $j=1, \ldots, m$ and $k$ $=1, \ldots, l$, be a set of real numbers such that for fixed $k$ the numbers $\left\{a_{j}^{k}\right\}$ are not all zero. Let $\left\{\vec{b}^{k}\right\}$, where $k=1, \ldots, l$, be a set of real three-dimensional vectors and $\left\{c_{k}\right\}$, where $k=1, \ldots, l$, be a set of real numbers. Define

$$
\begin{equation*}
\vec{R}_{k} \equiv \Sigma_{j} a_{j}^{k} \vec{r}_{j}+\vec{b}^{k} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{c} \equiv \Sigma_{k} c_{k} /\left|\vec{R}_{k}\right| . \tag{2.9}
\end{equation*}
$$

The operator $A_{2}$ is defined by

$$
\begin{equation*}
A_{2} \equiv A_{1}+V_{c} \tag{2.10}
\end{equation*}
$$

where $A_{1}$ is given by (2.3) with $n=3 \mathrm{~m}$ and $V_{c}$ is given by (2.9). The domain $D\left(A_{2}\right)$ is taken to be $D_{\alpha}$, which is given by (2.6) with $n=3 m$. For future reference we de-
fine $R_{s}^{3 m}$ to be the set of points in $R^{3 m}$ at which none of the vectors $\vec{R}_{k}$ is zero. The complement of this set is denoted by ( $R_{s}^{3 m}$ )'.

The precise nature of any singular coefficients in the Schrödinger operator will not be relevant to all points of investigation below. In such instances the subscript is omitted, and the operator $A$ refers to $A_{1}$ in $D\left(A_{1}\right)$ with the regularity hypotheses $(2.3 \beta)$ weakened in some manner here unspecified.

The operators $A_{1}, A_{2}$ are formally self-adjoint. The domains $D\left(A_{1}\right), D\left(A_{2}\right)$, as they include $I_{1}$, are dense in $L^{2}\left(R^{n} \times[0, \tau]\right) .{ }^{9}$ The boundary condition $u(x, \tau)=u(x, 0)$ is a stepping stone to periodicity, and, further, a condition of this sort is needed to insure symmetry. Alternatively we could require

$$
\begin{equation*}
u(x, \tau)=\exp (i \alpha) u(x, 0) \tag{2.11}
\end{equation*}
$$

where $\alpha$ is any real number. However, any choice of $\alpha \neq 0$ will translate the eigenfunctions and eigenvalues in such a way that the final wavefunctions are independent of $\alpha$. It is convenient to include $I_{1}$ in $D(A)$, as the members of $I_{1}$ are often used to establish regularity of eigenfunctions. The requirement ( $2.6 \beta$ ) is necessary to the development in Sec. 4. The requirement ( $2.6 \alpha$ ) facilitates necessity proofs in Sec. 6.

Note that, by a change of scale

$$
\begin{equation*}
t^{\prime}=t / \tau, \tag{2.12}
\end{equation*}
$$

we may equivalently consider the operator

$$
\begin{equation*}
A^{\prime}\left(t^{\prime}\right) \equiv A\left(t^{\prime} \tau\right)=H\left(t^{\prime} \tau\right)-\frac{i}{\tau} \frac{\partial}{\partial t^{\prime}} \tag{2.13}
\end{equation*}
$$

in the space $L^{2}\left(R^{n} \times[0,1]\right)$. Therefore, the choice of space need not depend on the parameter $\tau$, provided $\tau$ is neither zero nor infinity.

## 3. ESSENTIAL SELF-ADJOINTNESS OF THE SCHRÖDINGER OPERATOR

Although we shall not establish essential self-adjointness of the Schrödinger operator in any generality, we shall demonstrate this property for the special case in which the time-dependent potential associated with the operator $A_{2}$ is bounded. If the Coulombic term $V_{c}$ is given by (2.9), we define

$$
\begin{align*}
A_{20} & \equiv \sum_{j, k=1}^{3 m} a_{j k}\left(i \frac{\partial}{\partial x_{j}}-b_{j}(x)\right)\left(i \frac{\partial}{\partial x_{k}}-b_{k}(x)\right)+V_{c}+V_{1}(x) \\
& +V_{2}(x, t)-i \frac{\partial}{\partial t} \tag{3.1}
\end{align*}
$$

under the conditions
( $\alpha$ ) the numbers $a_{j k}$ form a real, positive definite, symmetric, constant matrix;
( $\beta$ ) $\left\{b_{k}(x)\right\} \in C^{1}\left(R^{3 m}\right)$ are real and independent of $t$;
( $\gamma$ ) $V_{1} \in C^{0}\left(R^{3 m}\right)$ is real and independent of $t$; there exist $M$ and $0 \leqslant \beta \leqslant 2$ such that $\left|V_{1}\right| \leqslant M|x|^{\beta}$;
( 8 ) $V_{2} \in C^{0}\left(R^{3 m} \times[0, \tau]\right)$ is real and bounded; $V_{2}(\tau)$ $=V_{2}(0)$,
and take $D\left(A_{20}\right)=I_{1}$.
Theorem 3.1: The Schrödinger operator $A_{20}$ in $I_{1}$ is essentially self-adjoint.

Proof: The essential self-adjointness of $A_{20}-V_{2}$ $+i \partial / \partial t$ in $C_{0}^{\infty}\left(R^{3 m}\right)$ is a special case of a theorem due to Inebe and Kato. ${ }^{10,11}$ It is well known that the operator $-i \partial / \partial t$ is essentially self-adjoint in the subspace

$$
D_{t}=\left\{w(t) \mid w \in C^{\infty}[0, \tau] ; w(\tau)=w(0)\right\}
$$

of $L^{2}[0, \tau]$. Essential self-adjointness of $A_{20}-V_{2}$ in

$$
\begin{aligned}
D_{x t}= & \left\{u(x, t) \mid u=\sum_{j, k=1}^{M, N} c_{j k} v_{j} w_{k} ; v_{j} \in C_{0}^{\infty}\left(R^{3 m}\right)\right. \\
& \left.w_{k} \in D_{t} ; \text { all finite integers } M, N\right\}
\end{aligned}
$$

therefore follows from a theorem of Reed and Simon ${ }^{12}$ and the natural isomorphism between $L^{2}\left(R^{3 m} \times[0, \tau]\right)$ and the tensor product space $L^{2}\left(R^{3 m}\right) \otimes L^{2}[0, \tau]$. ${ }^{13}$

It is evident that $D_{x t} \subset I_{1}$, so $A_{20}-V_{2}$ in $I_{1}$ is an extension of $A_{20}-V_{2}$ in $D_{x t}$. As the closure of an essentially self-adjoint operator contains every symmetric extension of the operator, ${ }^{14} A_{20}-V_{2}$ in $I_{1}$ is essentially selfadjoint if it is symmetric. It follows from the Gauss integral theorem ${ }^{15}$ that $A_{20}-V_{2}$ in $I_{1}$ is symmetric. Finally, as an essentially self-adjoint operator retains this property when a real and bounded function is added, ${ }^{16}$ the theorem is proved.

## 4. ORTHONORMALITY AND COMPLETENESS OF EIGENFUNCTIONS IN $L^{2}\left(R^{n}\right)$

The Schrödinger operator is here assumed to be essentially self-adjoint. Its closure $\bar{A}$ is then selfadjoint, and we shall work within the closure. Recall that $\bar{A}$ has an orthonormal system of eigenfunctions if it has discrete spectrum, and this system is complete in $L^{2}\left(R^{n} \times[0, \tau]\right)$ if and only if its spectrum is purely discrete. We investigate similar eigenfunction properties in $L^{2}\left(R^{n}\right)$. Further characterization is needed, as stated in the following lemma. Define

$$
\begin{equation*}
\omega \equiv 2 \pi / \tau \tag{4.1}
\end{equation*}
$$

Lemma 4.1: If $\phi$ is an eigenfunction of $\bar{A}$ with eigenvalue $\lambda$, then, for any integer $n, \exp (i n \omega t) \phi$ is an eigenfunction of $\bar{A}$ with eigenvalue $\lambda+n \omega$. The orthonormal eigenfunctions of $\bar{A}$ may be partitioned into disjoint sets $S_{1}=\left\{\exp (i n \omega t) \psi_{1}\right\}, S_{2}=\left\{\exp (i n \omega t) \psi_{2}\right\}, \cdots$.

Proof: Let $\left\{u_{k}\right\}$ be a Cauchy sequence in the domain of $A$ which converges to $\phi$. Then, for each $n$, $\left\{\exp (i n \omega t) u_{k}\right\}$ is a Cauchy sequence in $D(A)$ which converges to $\exp (i n \omega t) \phi$. We have

$$
\begin{align*}
\bar{A} \exp (i n \omega t) \phi & =\lim _{k \rightarrow \infty} A \exp (i n \omega t) u_{k}=\lim _{k \rightarrow \infty} \exp (i n \omega t)(A+n \omega) u_{k} \\
& =(\lambda+n \omega) \exp (i n \omega t) \phi \tag{4.2}
\end{align*}
$$

which establishes the first assertion.
Choose a normalized eigenfunction $\psi_{1}$ of $\bar{A}$. The eigenfunctions $\exp (i n \omega t) \psi_{1}$ all belong to different eigenvalues of $\bar{A}$, so the members of $S_{1}$ are orthonormal. Choose another normalized eigenfunction $\psi_{2}$ which is orthogonal to all members of $S_{1}$. From the relation

$$
\begin{equation*}
\left(\exp (i k \omega t) \psi_{1}, \exp (i j \omega t) \psi_{2}\right)_{x t}=\left(\exp [i(k-j) \omega t] \psi_{1}, \psi_{2}\right)_{x t}=0 \tag{4.3}
\end{equation*}
$$

we see the members of $S_{1}, S_{2}$ are all mutually orthogonal, and thus to sets $S_{1}, S_{2}$ are mutually disjoint. Con-
tinuing in this way we obtain the desired partition, Notice that degeneracy in the point spectrum of $\bar{A}$ causes no difficulty. However, in the degenerate case the eigenfunctions of $\bar{A}$ are not determined uniquely, so the partition is not unique.

Now choose one, and only one, member of each set $S_{j}$, multiply by $1 / \sqrt{ } \tau$, and denote this new collection by

$$
\begin{equation*}
J \equiv\left\{\zeta_{j}\right\} \tag{4.4}
\end{equation*}
$$

Due to different choices of $n$ in the sets $S_{j}$, and, if applicable, degeneracy in the point spectrum of $\bar{A}$, the set $J$ is not unique. We consider any particular choice to have been made.

Theorem 4. 1: For almost every fixed $t$ on [0, $\tau$ ] the members of $J$ form an orthonormal system in $L^{2}\left(R^{n}\right)$.

Proof: The orthogonality relation between elements of any particular set $S_{j}$ is

$$
\begin{equation*}
\left(\exp (i k \omega t) \psi_{j}, \exp (i l \omega t) \psi_{j}\right)_{x t}=\delta_{k l} \tag{4.5}
\end{equation*}
$$

which may be written as

$$
\begin{equation*}
1 / \sqrt{ } \tau \int_{0}^{\tau} \exp (-i n \omega t)\left\|\zeta_{j}\right\|_{x}^{2} d t=\delta_{n 0} / \tau \tag{4.6}
\end{equation*}
$$

$\left\|\zeta_{j}\right\|_{x}^{2}$ is a function of $t$, and the quantities on the left of (4.6) are its Fourier coefficients. Therefore $\left\|\zeta_{j}\right\|_{x}^{2}$ may be written as

$$
\begin{equation*}
\left\|\zeta_{j}\right\|_{x}^{2}=1+y(t) \tag{4.7}
\end{equation*}
$$

almost everywhere in $t$. The function $y(t)$ is defined by (4.7) and the requirement

$$
\begin{equation*}
(u, y)_{t}=0 \tag{4.8}
\end{equation*}
$$

for every $u \in L^{2}[0, \tau]$. We show $y(t)$ is zero almost everywhere. As $\zeta_{j} \in L^{2}\left(R^{n} \times[0, \tau]\right),\left\|\zeta_{j}\right\|_{x}^{2}$, and therefore $y(t)$, is measurable. We define a function $\alpha(t)$ by

$$
\alpha(t) \equiv \begin{cases}1, & y(t)=0  \tag{4.9}\\ y(t) /|y(t)|, & y(t) \neq 0\end{cases}
$$

As $y(t)$ is measurable, $\alpha(t)$ is also measurable. ${ }^{17}$ Measurability of $\alpha^{2}(t)$, together with the fact that $\alpha(t)$ has unit magnitude, implies $\alpha \in L^{2}[0, \tau]$. Therefore, from (4.8) we find that

$$
\begin{equation*}
0=(\alpha, y)_{t}=\int_{0}^{\tau}|y(t)| d t \tag{4.10}
\end{equation*}
$$

so $y(t)$ is zero almost everywhere.
The orthogonality relation between elements of any two different sets $S_{j}, S_{j}$, may be written as

$$
\begin{equation*}
\int_{0}^{\tau} \exp (-i n \omega t)\left(\zeta_{j}, \zeta_{k}\right)_{x} d t=0 \tag{4.11}
\end{equation*}
$$

In similar fashion, $\left(\zeta_{j}, \zeta_{k}\right)_{x}$ is shown to be zero almost everywhere in $t$, and the theorem is proved.

Theorem 4. 2: The system $J=\left\{\zeta_{j}\right\}$ is complete in $L^{2}\left(R^{n}\right)$ for almost all $t$ if and only if the spectrum of $\bar{A}$ is purely discrete.

Proof: Purely discrete spectrum is equivalent to completeness of the eigenfunction system $\left\{\exp (i n \omega t) \zeta_{j}\right\}$ in $L^{2}\left(R^{n} \times[0, \tau]\right)$. If $\left\{\exp (i n \omega t) \zeta_{j}\right\}$ is complete in $L^{2}\left(R^{n}\right.$ $\times[0, \tau])$, completeness of $\left\{\zeta_{j}\right\}$ in $L^{2}\left(R^{n}\right)$ for almost all $t$ follows from this and the fact that $L^{2}\left(R^{n}\right)$ is a subspace of $L^{2}\left(R^{n} \times[0, r]\right)$. Next assume $\left\{\zeta_{j}\right\}$ is complete in $L^{2}\left(R^{n}\right)$ for almost all $t$. If $\left\{\chi_{j}(x)\right\}$ is a complete orthonormal system in $L^{2}\left(R^{n}\right)$, then it follows that

$$
\begin{equation*}
\chi_{f}(x)=\Sigma_{k}\left(\zeta_{k}, \chi_{j}\right)_{x} \zeta_{k} \tag{4.12}
\end{equation*}
$$

almost everywhere in $x$ for almost all $t$. Also, the functions

$$
\begin{equation*}
\exp (i n \omega t) \chi_{j}=\exp (i n \omega t) \Sigma_{k}\left(\zeta_{k}, \chi_{j}\right)_{x} \zeta_{k} \tag{4.13}
\end{equation*}
$$

are complete in $L^{2}\left(R^{n} \times[0, \tau]\right)$. Consider $\psi \in L^{2}\left(R^{n} \times[0, \tau]\right)$ orthogonal to the $\operatorname{set}\left\{\exp (i n \omega t) \zeta_{k}\right\}$. We have

$$
\begin{equation*}
\int d t \exp (i n \omega t)\left(\psi, \zeta_{k}\right)_{x}=0 \tag{4.14}
\end{equation*}
$$

Completeness of $\{\exp (i n \omega t)\}$ in $L^{2}[0, \tau]$ implies $\left(\psi, \zeta_{k}\right)_{x}$ is zero almost everywhere in $t$. Consequently, the sum

$$
\begin{equation*}
S^{n, j}(t)=\Sigma_{k} \exp (i n \omega t)\left(\psi, \zeta_{k}\right)_{x}\left(\zeta_{k}, \chi_{j}\right)_{x} \tag{4.15}
\end{equation*}
$$

is zero almost everywhere in $t$ and thus we find that

$$
\begin{equation*}
\int d t S^{n, j}(t)=\int d t \exp (i n \omega t) \Sigma_{k} \int \psi^{*}\left(\zeta_{k}, \chi_{j}\right)_{x} \zeta_{k} d x=0 \tag{4.16}
\end{equation*}
$$

Now, that $\psi \in L^{2}\left(R^{n} \times[0, \tau]\right)$ implies that $\psi \in L^{2}\left(R^{n}\right)$ for almost all $t$. Further, by assumption, the sequence of partial sums corresponding to (4.12) converges to $\chi_{j}$ in $L^{2}\left(R^{n}\right)$ for almost all $t$. Therefore, by continuity of the scalar product in $L^{2}\left(R^{n}\right)$, we may interchange the order of summation and integration over $x$ in (4.16) for almost all $t$. Considering the time integral in (4.16), we may do so for all $t$. Therefore it follows that

$$
\begin{equation*}
\left(\psi, \exp (i n \omega t) \chi_{j}\right)_{x t}=0 \tag{4,17}
\end{equation*}
$$

Completeness of $\left\{\exp (i n \omega t) \chi_{j}\right\}$ implies $\psi$ is the zero element, which in turn implies $\left\{\exp (i n \omega t) \zeta_{j}\right\}$ is complete in $L^{2}\left(R^{n} \times[0, \tau]\right)$.

It is evident that a further property is needed to establish orthonormality in $L^{2}\left(R^{n}\right)$ for all $t$. As we shall later be interested in eigenfunctions, if any, which are pointwise continuous, we see what can be said with this hypothesis. The following lemma shows it is sufficient to guarantee boundedness of the $L^{2}\left(R^{n}\right)$ norm.

Lemma 4.2: Assume that, for every $t \in[0, \tau]$, the members of $\left\{\zeta_{j}\right\}$ are continuous in $t$ at every $x \in R^{n}$. Then, for every $t \in[0, \tau], \zeta_{j}$ is an element of $L^{2}\left(R^{n}\right)$ and the inequality $\left|\left(\zeta_{j}, \zeta_{k}\right)_{x}\right| \leqslant 1$ is satisfied.

Proof: Let $M_{j}$ be the set of values of $t$ for which
$\left\|\zeta_{j}\right\|_{x} \neq 1$. As $M_{j}$ is of measure zero and $\zeta_{j}$ is continuous in $t$, for each $t \in[0, \tau]$ we can find a sequence $u_{n}^{j}$ $=\left|\zeta_{j}\left(x, t_{n}\right)\right|^{2}$ such that $u_{n}^{j} \rightarrow\left|\zeta_{j}(x, t)\right|^{2}$ for every $x \in R^{n}$, and $t_{n} \notin M_{j}$. Every member of this sequence is positive and measurable, so by Fatou's lemma, ${ }^{18}$

$$
\begin{equation*}
\int_{R^{n}} \liminf _{n \rightarrow \infty} u_{n}^{j} d x \leqslant \liminf _{n \rightarrow \infty} \int_{R^{n}} u_{n}^{j} d x \tag{4.18}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{R^{n}}\left|\zeta_{j}(x, t)\right|^{2} d x \leqslant 1 \tag{4.19}
\end{equation*}
$$

Therefore $\zeta_{j}$ and $\left|\zeta_{j}\right|$ are elements of $L^{2}\left(R^{n}\right)$ and we may use the Schwartz inequality in $L^{2}\left(R^{n}\right)$ to conclude that

$$
\begin{equation*}
\left|\left(\zeta_{j}, \zeta_{k}\right)_{x}\right| \leqslant \int_{R^{n}}\left|\zeta_{j}\right|\left|\zeta_{k}\right| d x \leqslant\left\|\zeta_{j}\right\|_{x}\left\|\zeta_{k}\right\|_{x} \leqslant 1 . \tag{4.20}
\end{equation*}
$$

Therefore the lemma is proved.
It is well known that, alone, pointwise continuity of $\left|\zeta_{j}\right|^{2}$ is insufficient to guarantee continuity of $\left\|\zeta_{j}\right\|_{x}^{2}$ in $t$. However, we have also the constancy of $\left\|\zeta_{j}\right\|_{x}^{2}$ for almost
all $t$ and the derivative results of Lemma 4.2. Unfortunately, this additional information remains insufficient to establish orthonormality, as shown by the following counterexample. ${ }^{19}$ The functions

$$
\begin{equation*}
\psi_{n}(x, t)=\frac{t}{\pi^{1 / 4} 2^{n / 2}(n!)^{1 / 2}} H_{n}\left(x t^{2}\right) \exp \left(-t^{4} x^{2} / 2\right) \tag{4.21}
\end{equation*}
$$

where $H_{n}\left(x t^{2}\right)$ are the Hermite polynomials

$$
\begin{equation*}
H_{n}(z)=(-1)^{n} \exp \left(z^{2}\right) \frac{d^{n}}{d z^{n}} \exp \left(-z^{2}\right) \tag{4.22}
\end{equation*}
$$

are infinitely differentiable. They form an orthonormal system in $L^{2}\left(R^{1}\right)$ when $t$ is unequal to zero, but their norms are zero at the latter point.

The need for a further property to establish orthonormality in $L^{2}\left(R^{n}\right)$, which stems directly from use of the space $L^{2}\left(R^{n} \times[0, \tau]\right)$, is a weak point in this formulation. It is unlikely that, without a complete reformulation of the problem, a criterion can be proposed which is better than the old standard of uniform convergence.

Theorem 4.3: Assume that, for every $j, \zeta_{j}$ is an element of $C^{0}\left(R^{n} \times[0, \tau]\right)$ and the integral $\left\|\zeta_{j}\right\|_{x}^{2}$ converges uniformly in $t$ on $[0, \tau]$. Then $\left\{\xi_{j}\right\}$ is an orthonormal system in $L^{2}\left(R^{n}\right)$ for every $t$ on $[0, \tau]$. Also, the members of $\left\{\zeta_{j}\right\}$ are strongly continuous functions of $t$ with respect to the $L^{2}\left(R^{n}\right)$ norm. That is, given $\epsilon>0$, there exists $\delta_{j}$ such that

$$
\left|t-t^{\prime}\right|<\delta_{j} \Rightarrow\left\|\zeta_{j}(t)-\zeta_{j}\left(t^{\prime}\right)\right\|_{x}<\epsilon
$$

Proof: It is well known ${ }^{20}$ that these conditions are sufficient to insure continuity of $\left\|\zeta_{j}(t)\right\|_{x}^{2}$ on [0, $\tau$ ]. As $[0, \tau]$ is compact, the resultant uniform continuity, together with the implication of Theorem 4.1 that $\left\|\zeta_{j}(t)\right\|_{x}$ is unity on a dense subset, implies $\left\|\zeta_{j}(t)\right\|_{x}$ is unity everywhere on $[0, \tau]$.

Proof is similar for the scalar product, except we must show the integral $\left(\zeta_{j}, \zeta_{k}\right)_{x}$ converges uniformly on $[0, \tau]$. Consider the one-dimensional case. By Lemma 4. $2, \zeta_{j}(t)$ is an element of $L^{2}\left(R^{1}\right)$ for every $t$. If $N$ is a positive real number, this implies $\zeta_{j}(t) \in L^{2}(N, \infty)$ for every $t$. Therefore, we may use the Schwartz inequality in $L^{2}(N, \infty)$ to show that

$$
\begin{equation*}
\left|\int_{N}^{\infty} \zeta^{*} \zeta_{k} d x\right| \leqslant\left(\int_{N}^{\infty}\left|\zeta_{j}\right|^{2} d x\right)^{1 / 2}\left(\int_{N}^{\infty}\left|\zeta_{k}\right|^{2} d x\right)^{1 / 2} \tag{4.23}
\end{equation*}
$$

A similar estimate holds for the interval $(-\infty,-N)$. These estimates, together with uniform convergence of $\left\|\zeta_{j}\right\|_{x}^{2}$ and $\left\|\zeta_{k}\right\|_{x}^{2}$, imply uniform convergence of $\left(\zeta_{j}, \zeta_{k}\right)_{x}$. Generalization to higher dimensions is obvious. The statement of strong continuity follows from similar considerations.

Just as pointwise continuity of the members of $\left\{\zeta_{j}\right\}$, combined with Theorem 4.1, is insufficient to guarantee orthonormality, it is evident that the strong continuity of Theorem 4.3, combined with Theorem 4.2, does not imply completeness. We do not expect that there is any additional internal criterion implying the latter property which is not essentially equivalent to the statement of completeness itself.

## 5. THE BOUNDARY CONDITION

As the boundary, that is the set of points $(x, t) \in\left[R^{n}\right.$ $\times 0],(x, t) \in\left[R^{n} \times \tau\right]$, is a set of measure zero, it is clear
that additional properties are required to show eigenfunctions of $\bar{A}$ satisfy the boundary condition

$$
\begin{equation*}
u(x, \tau)=u(x, 0) \tag{5.1}
\end{equation*}
$$

As before, we shall be interested in continuous eigenfunctions, and shall assume a degree of continuity consistent with the problem. Cases in which the Hamiltonian is discontinuous must be treated according to the nature and distribution of the discontinuities present.

Theorem 5.1: Assume $\bar{A}_{1}$ is symmetric and its eigenfunctions are members of $C^{2 ; 1}\left(R^{n} \times[0, \tau]\right)$. Then these eigenfunctions satisfy the boundary condition (5.1) at every $x \in R^{n}$.

Proof: Let $x^{\alpha}=\left(x_{1}^{\alpha}, \ldots, x_{n}^{\alpha}\right)$ be an arbitrary point in $R^{n}$, and $\gamma>0$ be a fixed positive real number. Define

$$
\begin{align*}
V & \equiv\left[x_{1}^{\alpha}-\gamma, x_{1}^{\alpha}+\gamma\right] \times \cdots \times\left[x_{n}^{\alpha}-\gamma, x_{n}^{\alpha}+\gamma\right] \times[0, \tau] \\
& \equiv V_{n} \times[0, \tau] . \tag{5.2}
\end{align*}
$$

By hypothesis, $I_{1} \subseteq D\left(A_{1}\right)$. Let $u$ be an arbitrary element of $I_{1}$ with compact support in $V$ and $\zeta_{j}$ be an eigenfunction of $\bar{A}_{1}$. It is easy to see from the Gauss integral theorem ${ }^{15}$ that

$$
\begin{equation*}
\left(H_{1} u, \zeta_{j}\right)_{x t}=\left(u, H_{1} \zeta_{j}\right)_{x t} \tag{5.3}
\end{equation*}
$$

where $H_{1}=A_{1}+i \partial / \partial t$. Symmetry of $\bar{A}_{1}$ in $D\left(\bar{A}_{1}\right)$ and (5.3) imply that

$$
\begin{equation*}
0=\left(A_{1} u, \zeta_{j}\right)_{x t}-\left(u, A_{1} \zeta_{j}\right)_{x t}=i \int_{V} \frac{\partial}{\partial t}\left(u^{*} \zeta_{j}\right) d x d t \tag{5.4}
\end{equation*}
$$

Again using the theorem of Gauss, we find that

$$
\begin{equation*}
\int_{V_{n}} u^{*}(x, 0)\left[\zeta_{j}(x, \tau)-\zeta_{j}(x, 0)\right] d x=0 \tag{5.5}
\end{equation*}
$$

Now, the members of $I_{1}$ with compact support in $V$, evaluated at $t=0$, are dense in $L^{2}\left(V_{n}\right)$. The function $\left[\zeta_{j}(x, \tau)-\zeta_{j}(x, 0)\right]$, being continuous on the compact set $V_{n}$, is a member of $L^{2}\left(V_{n}\right)$. As, from (5.5), this function is orthogonal to a dense subset, it must be zero for almost all $x \in V_{n}$. As $\left[\zeta_{j}(x, \tau)-\zeta_{j}(x, 0)\right]$ is in fact uniformly continuous on $V_{n}$, it must be zero for every $x \in V_{n}$, and in particular for the point $x^{\alpha}$. As $x^{\alpha}$ was arbitrary, the theorem is proved.

Theorem 5.2: Assume $\bar{A}_{2}$ is symmetric and its eigenfunctions are members of $C^{2 ; 1}\left(R_{s}^{3 m} \times[0, \tau]\right)$ and $C^{0}\left(R^{3 m}\right.$ $\times[0, \tau])$. Then these eigenfunctions satisfy the boundary condition (5.1) at every $x \in R^{3 m}$.

Proof: Let $x^{\alpha}$ be an arbitrary fixed point in $R_{s}^{3 m}$. Then we can find $\gamma>0$ and sets $V, V_{n}$ such that $V_{n}$ is disjoint from $\left(R_{s}^{3 m}\right)^{\prime}$. Therefore the proof of Theorem 5.1 applies, and the boundary condition is satisfied except perhaps on ( $R_{s}^{3 m}$ ).

Clearly $R_{s}^{3 m}$ is dense in $R^{3 m}$, so for arbitrary fixed $x^{\beta} \in\left(R_{s}^{3 m}\right)^{\prime}$ we can find a sequence $\left\{x_{n}\right\} \subset R_{s}^{3 m}$ such that $x_{n} \rightarrow x^{\beta}$. As the function $g(x) \equiv\left[\zeta_{j}(x, \tau)-\zeta_{j}(x, 0)\right]$, where $\zeta_{j}(x, t)$ is an eigenfunction of $\bar{A}_{2}$, is continuous on $R^{3 m}$, for arbitrary $\epsilon$ we can fine $N(\epsilon)$ such that

$$
\begin{equation*}
n>N(\epsilon) \Rightarrow\left|g\left(x_{n}\right)-g\left(x^{\beta}\right)\right|<\epsilon \tag{5.6}
\end{equation*}
$$

As $g\left(x_{n}\right)$ is zero for every $n$, we conclude that the limit $g\left(x^{\beta}\right)$ is also zero, and the theorem is proved.

## 6. QUASIPERIODIC POINTWISE SOLUTIONS

In this section we find a criterion which is necessary and sufficient for the existence of quasiperiodic solutions to the Schrödinger equation in $L^{2}\left(R^{n}\right)$. This criterion is dependent on two requirements. The first of these, essential self-adjointness of the Schrödinger operator, was established in Sec. 3 for a limited class of problems. The second requirement, regularity of the eigenfunctions of that operator, will not be investigated here. However, it is well to point out that the corresponding time-independent problem has received much attention, ${ }^{21,22}$ and results of that work lead us to expect that the regularity hypotheses made here can be shown to be satisfied. We also note that a typical regularity proof neither establishes nor requires the existence of eigenfunctions to have been previously established. The requirement of eigenfunction regularity is not in fact needed for the necessity part of our theorem.

By a pointwise solution to the Schrödinger equation $A_{1} \psi=0$ is meant a function which is a member of $C^{2 ; 1}\left(R^{n}\right.$ $\times R^{1}$ ) and satisfies the equation in the usual sense. For the equation $A_{2} \psi=0$ we mean instead that this solution is a member of $C^{2 ; 1}\left(R_{s}^{3 m} \times R^{1}\right)$ and $C^{0}\left(R^{3 m} \times R^{1}\right)$.

One final comment is in order. It would be desirable in the following theorem to replace the statement that the $L^{2}\left(R^{n}\right)$ norm of the quasiperiodic function is bounded in time with the statement that it is constant in time. From Sec. 4 it is clear that this is impossible without additional information. However, the theorem can be stated in this form if, for example, the hypotheses of Theorem 4.3 are satisfied.

Theorem 6.1: Assume the Schrödinger operator $A_{1}$ is essentially self-adjoint and the eigenfunctions of its closure, if any exist, are members of $C^{2 ; 1}\left(R^{n} \times[0, \tau]\right)$. Then, in order that the corresponding Schrödinger equation have quasiperiodic pointwise solutions whose $L^{2}\left(R^{n}\right)$ norm is bounded in time, it is necessary and sufficient that the point spectrum of $\bar{A}_{1}$ not be empty.

Proof: Assume the point spectrum of $\bar{A}_{1}$ is not empty, and let $\zeta_{j}$ be an eigenfunction of $\bar{A}_{1}$ with eigenvalue $\lambda_{j}$. As $\zeta_{j} \in C^{2 ; 1}\left(R^{n} \times[0, \tau]\right)$, we conclude that the function $\psi_{j}$ $\equiv \zeta_{j} \exp \left(-i \lambda_{j} t\right)$ is a pointwise solution of the equation $A_{1} \psi$ $=0$ when $t \in[0, \tau]$. Define an extension of $\psi_{j}$ to the interval $[\tau, 2 \tau]$ by

$$
\begin{equation*}
\psi_{j} \equiv \exp \left(-i \lambda_{j} t\right) \zeta_{j}(t-\tau), \quad \tau \leqslant t \leqslant 2 \tau \tag{6.1}
\end{equation*}
$$

and let $t^{\prime}=t-\tau$. Then $\psi_{j}$ satisfies

$$
\begin{align*}
A_{1}(t) \psi_{j}(t) & =A_{1}\left(t^{\prime}+\tau\right) \exp \left[-i \lambda_{j}\left(t^{\prime}+\tau\right)\right] \zeta_{j}\left(t^{\prime}\right) \\
& =\exp \left(-i \lambda_{j} \tau\right) A_{1}\left(t^{\prime}\right) \psi_{j}\left(t^{\prime}\right) \\
& =0 \tag{6.2}
\end{align*}
$$

on that interval. By Theorem 5.1 the function $\zeta_{j}$ satisfies $\zeta_{j}(\tau)=\zeta_{j}(0)$ on $R^{n}$, so $\psi_{j}$ is continuous when $t=\tau$. Further, the relation

$$
\begin{align*}
\left.\frac{\partial}{\partial t} \zeta_{j}(t)\right|_{t=\tau} & =-i\left[H_{1}(\tau)-\lambda_{j}\right] \zeta_{j}(\tau) \\
& =-i\left[H_{1}(0)-\lambda_{j}\right] \zeta_{j}(0) \tag{6.3}
\end{align*}
$$

$$
=\left.\frac{\partial}{\partial t} \zeta_{j}(t)\right|_{t=0}
$$

shows that $\psi_{j}$ has a continuous first time derivative when $t=\tau$. Therefore, if we define a function $\psi_{j}$ on $R^{n} \times R^{1}$ by

$$
\begin{equation*}
\psi_{j}(t)=\exp \left(-i \lambda_{j} t\right) \zeta_{j}(t-n \tau), \quad n \tau \leqslant t \leqslant(n+1) \tau \tag{6.4}
\end{equation*}
$$

it follows that this quasiperiodic function is a member of $C^{2 ; 1}\left(R^{n} \times R^{1}\right)$ and a pointwise solution of the Schrödinger equation on its domain. By Lemma $4.2 \psi$ is a member of $L^{2}\left(R^{n}\right)$ and its norm there, which is constant for almost all $t$, is bounded in time by that constant. Therefore, sufficiency of the condition is proved.

Now assume $\psi$ is a pointwise quasiperiodic solution of $A_{1} \psi=0$. Then we may write $\psi=\exp (-i \lambda t) \zeta$, where $\zeta$ is periodic in time and a member of $C^{2 ; 1}\left(R^{n} \times R^{1}\right)$. If $\zeta_{r}$ denotes the restriction of $\zeta$ to $R^{n} \times[0, \tau]$, then $\zeta_{r}$ satisfies

$$
\begin{equation*}
A_{1} \zeta_{r}=\lambda \zeta_{r} \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{r}(\tau)=\zeta_{r}(0) \tag{6.6}
\end{equation*}
$$

As $\|\psi\|_{x}$ is assumed bounded in time it follows that $\zeta_{r}$ $\in L^{2}\left(R^{n} \times[0, \tau]\right)$ and, from (6.5), $A_{1} \zeta_{r} \in L^{2}\left(R^{n} \times[0, \tau]\right)$.

If $\zeta_{r} \in D\left(\bar{A}_{1}\right)$, it follows from this and (6.5) that $\zeta_{r}$ is an eigenfunction of $\bar{A}_{1}$, and hence the point spectrum of $\bar{A}_{1}$ is not empty. If $D\left(A_{1}\right)=D_{b}$, it follows from above that $\zeta_{r} \in D\left(A_{1}\right)$, and thus $\zeta_{r} \in D\left(\bar{A}_{1}\right)$.

If $D\left(A_{1}\right)=D_{\alpha}$, let $D_{\alpha}^{\prime}$ be the set of all finite linear combinations of members of $D_{\alpha}$ with $\zeta_{r}$. As $\zeta_{r}, A_{1} \zeta_{r} \in L^{2}\left(R^{n}\right.$ $\times[0, \tau]$ ), the operator $A_{1}$ in $D_{\alpha}^{\prime}$ is an extension of $A_{1}$ in $D_{\alpha}$. We show it is a symmetric extension. Evidently the equality $\left(A \zeta_{r}, \zeta_{r}\right)_{x t}=\left(\zeta_{r}, A \zeta_{r}\right)_{x t}$ follows from (6.5). Now consider the quantity

$$
\begin{equation*}
Q \equiv\left(A_{1} u, \zeta_{r}\right)_{x t}-\left(u, A_{1} \zeta_{r}\right)_{x t} \tag{6.7}
\end{equation*}
$$

for arbitrary fixed $u \in D_{\alpha}$. As both $u, \zeta_{r}$ satisfy the boundary condition (6.6), it is easy to show by the Gauss integral theorem ${ }^{15}$ that $Q$ is zero so $A_{1}$ in $D_{\alpha}^{\prime}$ is symmetric. But, as $A_{1}$ in $D_{\alpha}$ is essentially self-adjoint, $\bar{A}_{1}$ has no proper symmetric extensions ${ }^{14}$ and so $\zeta_{r}$ $\in D\left(A_{1}\right)$. Therefore the theorem is proved.

In the many-body Coulomb problem a smallness condition on the first derivatives is needed to establish necessity, so we split the theorem into two parts. We say a function $g \in C^{1 ;}{ }^{0}\left(R_{s}^{3 m} \times[0, \tau]\right)$ satisfies condition ( $\sigma$ ) if, for each compact subset $Z$ of $R^{3 m} \times[0, \tau]$, there exist numbers $F_{k} \geqslant 0$, where $k=1, \ldots, l+1$, and $0 \leqslant \beta<2$ such that

$$
\begin{equation*}
\left|\frac{\partial g}{\partial x_{j}}\right| \leqslant \sum_{k=1}^{l} \frac{F_{k}}{\left|\vec{R}_{k}\right| \beta}+F_{l+1} \tag{6.8}
\end{equation*}
$$

for all $x, t \in Z \cap\left(R_{s}^{3 m} \times[0, \tau]\right)$. This is a reasonable condition in light of the form of the Coulombic singularity. Alternative smallness conditions would also allow our proof to succeed.

Theorem 6. 2a: Assume the Schrödinger operator $A_{2}$ is essentially self-adjoint, the point spectrum of $\bar{A}_{2}$ is not empty, and the eigenfunctions of $\bar{A}_{2}$ are members of
$C^{2 ; 1}\left(R_{s}^{3 m} \times[0, \tau]\right)$ and $C^{0}\left(R^{3 m} \times[0, \tau]\right)$. Then the corresponding Schrödinger equation has quasiperiodic pointwise solutions whose $L^{2}\left(R^{3 m}\right)$ norm is bounded in time.

Proof: This is analogous to the sufficiency proof of Theorem 6.1, except Theorem 5.2 is used in place of Theorem 5.1.

Theorem 6.2b: Assume the Schrödinger operator $A_{2}$ is essentially self-adjoint and the corresponding Schrödinger equation has a quasiperiodic pointwise solution which satisfies condition ( $\sigma$ ) and whose $L^{2}\left(R^{3 m}\right)$ norm is bounded in time. Then the point spectrum of $\bar{A}_{2}$ is not empty.

Proof: The proof is analogous to the demonstration of necessity in Theorem 6.1 except we must show, for arbitrary $u \in D_{\alpha}$, that the quantity

$$
\begin{equation*}
Q \equiv\left(A_{2} u, \zeta_{r}\right)_{x t}-\left(u, A_{2} \zeta_{r}\right)_{x t} \tag{6,9}
\end{equation*}
$$

is zero when $\zeta_{r} \in C^{2 ; 1}\left(R_{s}^{3 m} \times[0, \tau]\right), C^{0}\left(R_{s}^{3 m} \times[0, \tau]\right)$ and satisfies (6.5), (6.6), and condition ( $\sigma$ ). Let $C_{M}^{3 m}$ be a cube in $R^{3 m}$ with center at the origin and side of length $M$ sufficiently large that the support of $u$ is contained in the interior of the cube. Let $V_{k}(\epsilon)$ be the set of points in $C_{M}^{3 m}$ for which $\left|\vec{R}_{k}\right|<\epsilon$. Then $Q$ may be written as

$$
\begin{equation*}
Q=\sum_{j=1}^{5} Q_{j} \tag{6.10}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{1}= & \int_{U_{k} V_{k} \times\left[0_{k} \tau\right]} u^{*} V_{c} \zeta_{r} d \vec{r}_{1} \cdots d \vec{r}_{m} d t  \tag{6.11}\\
Q_{2}= & \int_{U_{k} V_{k} \times[0, \tau]}\left[\left(A_{1} u\right)^{*} \zeta_{r}-u^{*} A_{2} \zeta_{r}\right] d \vec{r}_{1} \cdots d \vec{r}_{m} d t  \tag{6.12}\\
Q_{3}= & i \int_{\left[c_{M}^{3 m}-U_{k} \nu_{k}\right] \times\left[0_{;} \tau\right]} \frac{\partial}{\partial t}\left(u^{*} \zeta_{r}\right) d \vec{r}_{1} \cdots d \vec{r}_{m} d t  \tag{6.13}\\
Q_{4}= & \int_{\left[c_{M}^{3 m}-U_{k} v_{k}\right] \times\left[0_{1} \tau\right]} \sum_{j=1}^{3 m} \frac{\partial}{\partial x_{j}}\left[\sum_{k=1}^{3 m} a_{i k} \frac{\partial u^{*}}{\partial x_{k}} \zeta_{r}\right. \\
& \left.-2 i b_{j} u^{*} \zeta_{r}\right] d \vec{r}_{1} \cdots \vec{r}_{m} d t  \tag{6.14}\\
Q_{5}= & -\int_{\left[c_{M}^{3 m}-U_{k} v_{k}\right] \times[0, \tau]} \sum_{f=1}^{3 m} \frac{\partial}{\partial x_{j}} \\
& \times\left[\sum_{k=1}^{3 m} a_{j k} u^{*} \frac{\partial \zeta_{r}}{\partial x_{k}}\right] d \vec{r}_{1} \cdots \vec{r}_{m} d t . \tag{6.15}
\end{align*}
$$

That $Q_{2}$ is $O\left(\epsilon^{3}\right)$ follows from (6.5). That $Q_{3}$ is zero follows from (6.6) and the theorem of Gauss.

The term $Q_{1}$ is easily seen to satisfy the inequality

$$
\begin{equation*}
\left|Q_{1}\right| \leqslant B \sum_{i, k=1}^{l} Q_{k i} \tag{6.16}
\end{equation*}
$$

where $B$ is a constant and

$$
\begin{equation*}
Q_{k i}=\int_{V_{k} \cap c_{m}^{33}} \frac{1}{\left|\vec{R}_{i}\right|} d \vec{r}_{1} \cdots d \vec{r}_{m} \tag{6.17}
\end{equation*}
$$

By a coordinate transformation the term $Q_{k i}$ can be shown to be $O\left(\epsilon^{2}\right)$. By means of the divergence theorem, ${ }^{15}$ a coordinate transformation, and condition ( $\sigma$ ) in the case of $Q_{5}$, the terms $Q_{4}$ and $Q_{5}$ can be shown to be $O\left(\epsilon^{2}\right)$ and $O\left(\epsilon^{2-\beta}\right)$, respectively. Therefore $Q$ is $O\left(\epsilon^{2-\beta}\right)$. As $Q$ is independent of $\epsilon$, which can be made arbitrarily small, the theorem is proved.

Under the hypotheses of Theorems 6.1 and 6.2a the members of the set $J=\left\{\zeta_{j}\right\}$, multiplied respectively by $\exp \left(-i \lambda_{j} t\right)$ and extended periodically in time, are quasiperiodic pointwise solutions of the Schrödinger equation. From Theorem 4.1 these solutions form an orthonormal system in $L^{2}\left(R^{\eta}\right)$ for almost all $t$, and this is true for all $t$ if the hypotheses of Theorem 4.3 are additionally satisfied. From Theorem 4.2 these quasiperiodic solutions are complete in $L^{2}\left(R^{n}\right)$ for almost all $t$ if the spectrum of the Schrödinger operator is purely discrete.

## 7. THE TIME-DISPLACEMENT OPERATOR

A linear operator on $L^{2}\left(R^{n}\right)$ is a time-displacement operator for the Schrödinger equation (1.1) if it is unitary, strongly continuous in $t$, satisfies the composition law

$$
\begin{equation*}
T\left(t, t^{\prime}\right) T\left(t^{\prime}, t_{0}\right)=T\left(t, t_{0}\right) \tag{7.1}
\end{equation*}
$$

with

$$
\begin{equation*}
T\left(t_{0}, t_{0}\right)=I, \tag{7.2}
\end{equation*}
$$

and satisfies the Schrödinger equation in some sense when applied to a particular dense subset of $L^{2}\left(R^{n}\right)$. In existence proofs for time-displacement operators associated with evolution equations it is usually most suitable to require a strong solution property. Our development is oriented instead toward a pointwise solution property. In general, neither type of solution implies the other.

In this section we investigate expression of the timedisplacement operator as a sum of quasiperiodic terms. Clearly, this is only possible when the spectrum of the Schrödinger operator is purely discrete. However, in the case of mixed spectrum we obtain an isometric operator which is a partial solution. It is to be noted that our results are somewhat weakened by the fact that Theorems 4.1 and especially 4.2 are true only almost everywhere in $t$. The final theorem in this section provides further insight into the form of the time-displacement operator.

We make the following assumptions, the first three of which are permanent (the subscript $l$ may be taken to be either 1 or 2 ):
( $\alpha$ ) $A_{I}$ is essentially self-adjoint.
( $\beta$ ) The point spectrum of $\bar{A}_{\boldsymbol{l}}$ is not empty.
( $\gamma$ ) The eigenfunctions of $\bar{A}_{1}$ are members of (7.3) $C^{2 ; 1}\left(R^{n} \times[0, \tau]\right)$ when $l=1$ and are members of $C^{2 ; 1}\left(R_{s}^{3 m} \times[0, \tau]\right)$ and $C^{0}\left(R^{3 m} \times[0, \tau]\right)$ when $l=2$.
( $\delta$ ) The integrals $\left\|\zeta_{j}\right\|^{2}$ converge uniformly in $t$.
The set $J=\left\{\zeta_{j}\right\}$ is given by (4.4) and extended periodically in $t$ as specified in Sec. 6. The set of corresponding eigenvalues is denoted by $\left\{\lambda_{j}\right\}$. First we see what can be said without the hypothesis (7.3ס).

Theorem 7.1: Assume (7.3 $\alpha-\gamma$ ), and let $\left\{a_{j}\right\}$ be a set of complex numbers, independent of $t$, such that $\sum_{j}\left|a_{j}\right|^{2}$ is convergent. Then the function

$$
\begin{equation*}
\psi(t) \equiv \sum_{j=1}^{\infty} a_{j} \zeta_{j}(t) \exp \left(-i \lambda_{j} t\right) \tag{7.4}
\end{equation*}
$$

is an element of $L^{2}\left(R^{n}\right)$ for every $t \in R^{1}$ and a pointwise solution of the Schrödinger equation when the sum is finite. The series defined by $\psi(t)$ converges in $L^{2}\left(R^{n}\right)$ uniformly in $t$ and satisfies the inequality

$$
\begin{equation*}
\|\psi(t)\|^{2} \leqslant \sum_{j}\left|a_{j}\right|^{2} \tag{7.5}
\end{equation*}
$$

Proof: Consider the sequence of partial sums

$$
\begin{equation*}
\psi_{N}=\sum_{j=1}^{N} a_{j} \zeta_{j}(t) \exp \left(-i \lambda_{j} t\right) \tag{7.6}
\end{equation*}
$$

Taking $N>M$, we have

$$
\begin{equation*}
\left\|\psi_{N}-\psi_{M}\right\|^{2}=\int_{R^{n}}\left|\sum_{j=M+1}^{N} a_{j} \zeta_{j}(t) \exp \left(-i \lambda_{j} t\right)\right|^{2} d x \tag{7.7}
\end{equation*}
$$

By Theorem 4.1 the members of $J$ form an orthonormal system in $L^{2}\left(R^{n}\right)$ for almost all $t$. Let $M$ be the set of values of $t$ for which this is true. Then, as the function $\zeta_{j}(t)$ are continuous in $t$ at every $x \in R^{n}$, for every $t$ we can find a sequence

$$
\begin{equation*}
u_{n} \equiv\left|\sum_{j=M+1}^{N} a_{j} \zeta_{j}\left(t_{n}\right) \exp \left(-i \lambda_{j} t_{n}\right)\right|^{2} \tag{7.8}
\end{equation*}
$$

such that

$$
\begin{equation*}
u_{n} \rightarrow\left|\sum_{j=M+1}^{N} a_{j} \zeta_{j}(t) \exp \left(-i \lambda_{j} t\right)\right|^{2} \tag{7.9}
\end{equation*}
$$

pointwise, and $t_{n} \in M$. By the Fatou lemma ${ }^{18}$ it follows that

$$
\begin{equation*}
\left\|\psi_{N}-\psi_{M}\right\|^{2} \leqslant \lim \inf \int_{R^{n}} u_{n} d x \tag{7.10}
\end{equation*}
$$

Applying Theorem 4.1 to the right side of (7.10) we find that

$$
\begin{equation*}
\left\|\psi_{N}-\psi_{M}\right\|^{2} \leqslant \sum_{j=M+1}^{N}\left|a_{j}\right|^{2} \tag{7.11}
\end{equation*}
$$

As $\sum_{j=1}^{\infty}\left|a_{j}\right|^{2}$ is convergent and $\left\{a_{j}\right\}$ is independent of $t$, we conclude from (7.11) that the sequence of partial sums converges in $L^{2}\left(R^{\eta}\right)$ uniformly in $t$. That is, for arbitrary $\epsilon>0$ there exists $N(\epsilon)$ independent of $t$ such that

$$
\begin{equation*}
M>N(\epsilon) \Rightarrow\left\|\psi_{M}-\psi\right\|<\epsilon . \tag{7.12}
\end{equation*}
$$

To obtain the estimate (7.5) we apply as above Theorem 4.1 and Fatou's lemma to the quantity $\left\|\psi_{N}\right\|^{2}$ to obtain the inequality

$$
\begin{equation*}
\left\|\psi_{N}\right\|_{x}^{2} \leqslant \sum_{j=1}^{N}\left|a_{j}\right|^{2} \tag{7.13}
\end{equation*}
$$

and then take the limit on $N$. As $\left\{\psi_{N}\right\}$ converges to $\psi$ in $L^{2}\left(R^{n}\right)$, we may interchange this limit process with the integration on the left of (7.13), and the desired result follows. That each partial sum (7.6) is a pointwise solution of the Schrödinger equation follows directly from Theorems 6.1 and 6.2a, and the theorem is proved.

Define a quantity for $t, t_{0} \in R^{1}$ on $L^{2}\left(R^{n}\right)$ by

$$
\begin{equation*}
T\left(t, t_{0}\right) \psi \equiv \sum_{j=1}^{\infty} \zeta_{j}(t) \exp \left[-i \lambda_{j}\left(t-t_{0}\right)\right]\left(\zeta_{j}\left(t_{0}\right), \psi\right) \tag{7.14}
\end{equation*}
$$

From Theorems 7.1 and 4.1 it is clear that $T\left(t, t_{0}\right)$ is a map of $L^{2}\left(R^{n}\right)$ into itself if and only if $\sum_{j=1}^{\infty} \mid\left(\zeta_{j}\left(t_{0}\right),\left.\psi\right|^{2}\right.$ converges for every $\psi$. The hypotheses ( $7.3 \alpha-\gamma$ ) appear to be insufficient to guarantee this convergence for every $t_{0}$. Therefore we cannot claim that (7.14) is a well-defined operator on $L^{2}\left(R^{n}\right)$ for every $t_{0}$. Recall
from Theorem 4.3 that, under the additional hypothesis (7.38), $\left\{\zeta_{j}\left(t_{0}\right)\right\}$ is an orthonormal system in $L^{2}\left(R^{n}\right)$ for every $t_{0}$, which implies (7.14) is well defined on $L^{2}\left(R^{n}\right)$. In this circumstance we shall also consider the operator (7.14) on the subspaces

$$
\begin{equation*}
D_{0}\left(t_{0}\right) \equiv\left\{u \mid u=\sum_{j=1}^{N} b_{j} \zeta_{j}\left(t_{0}\right), N \text { finite }\right\} \tag{7.15}
\end{equation*}
$$

and

$$
\begin{equation*}
D\left(t_{0}\right) \equiv \bar{D}_{0}\left(t_{0}\right) \tag{7.16}
\end{equation*}
$$

of $L^{2}\left(R^{n}\right)$. Here $\left\{b_{j}\right\}$ is a set of arbitrary complex constants. The closure $\bar{D}_{0}\left(t_{0}\right)$ of $D_{0}\left(t_{0}\right)$ is the span of the orthonormal system $\left\{\zeta_{j}\left(t_{0}\right)\right\}$.

Theorem 7. 2a: Assume (7. $3 \alpha-\delta$ ). Then the linear operator (7.14) on $L^{2}\left(R^{n}\right)$ into itself is strongly continuous in $t$ and has the properties (7.1) and

$$
\begin{equation*}
\left(T\left(t, t_{0}\right) u, T\left(t, t_{0}\right) v\right)=\left(T\left(t_{0}, t_{0}\right) u, T\left(t_{0}, t_{0}\right) v\right) \tag{7.17}
\end{equation*}
$$

for every $t, t^{\prime}, t_{0} \in R^{1} . T\left(t, t_{0}\right) u$ is a pointwise solution of the associated Schrödinger equation for every $u \in D_{0}\left(t_{0}\right)$.

Proof: The properties (7.1), (7.17) are easy consequences of Theorems 4.3 and 7.1, and continuity of the scalar product in $L^{2}\left(R^{n}\right)$. The pointwise solution property was shown in Theorem 7.1. Now consider the strong continuity, and let $\psi$ be an arbitrary element of $L^{2}\left(R^{n}\right)$. We have

$$
\begin{align*}
\| T(t, & \left.t_{0}\right) \psi-T\left(t^{\prime}, t_{0}\right) \psi \| \\
\leqslant & \| \sum_{j=1}^{N}\left(\zeta_{j}(t) \exp \left(-i \lambda_{j} t\right)-\zeta_{j}\left(t^{\prime}\right) \exp \left(-i \lambda_{j} t^{\prime}\right)\right) \exp \left(i \lambda_{j} t_{0}\right) \\
& \times\left(\zeta_{j}\left(t_{0}\right), \psi\right)\|+\| \sum_{j=N+1}^{\infty} \zeta_{j}(t) \exp \left[-i \lambda_{j}\left(t-t_{0}\right)\right]\left(\zeta_{j}\left(t_{0}\right), \psi\right) \| \\
& +\left\|\sum_{j=N+1}^{\infty} \zeta_{j}\left(t^{\prime}\right) \exp \left[-i \lambda_{j}\left(t^{\prime}-t_{0}\right)\right]\left(\zeta_{j}\left(t_{0}\right), \psi\right)\right\| \tag{7.18}
\end{align*}
$$

By Theorem 7.1, $T\left(t, t_{0}\right) \psi$ converges in $L^{2}\left(R^{n}\right)$ uniformly in $t$, so, given $\epsilon>0$, we can find $N(\epsilon)$ independent of $t, t^{\prime}$ such that the second and third terms on the right of (7.18) are each less than $\epsilon / 3$ when $N>N(\epsilon)$. As $N(\epsilon)$ is finite and independent of $t, t^{\prime}$, we can, using Theorem 4.3 , find $\delta(\epsilon)>0$ such that $\left|t-t^{\prime}\right|<\delta(\epsilon)$ implies the first term on the right of (7.18) is also less than $\epsilon / 3$. Therefore, for arbitrary $\epsilon>0$ we can find $\delta(\epsilon)>0$ such that

$$
\begin{equation*}
\left|t-t^{\prime}\right|<\delta(\epsilon) \Rightarrow\left\|T\left(t, t_{0}\right) \psi-T\left(t^{\prime}, t_{0}\right) \psi\right\|<\epsilon \tag{7.19}
\end{equation*}
$$

and the theorem is proved.
The following form of Theorem 7. 2a applies when $T\left(t, t_{0}\right)$ is defined on $D\left(t_{0}\right)$.

Theorem 7.2b: Assume (7.3 $\alpha-\delta$ ). Then, in addition to the properties in Theorem 7.2a, the operator (7.14) on $D\left(t_{0}\right)$ onto $D(t)$ is isometric and satisfies (7.2).

Proof: First we show the range of $T\left(t, t_{0}\right)$ on $D\left(t_{0}\right)$ is indeed $D(t)$. To see this, let $\chi=\sum_{j}\left(\zeta_{j}(t), \chi\right) \zeta_{j}(t)$ be an arbitrary element of $D(t)$. Then it is clear that the function

$$
\begin{equation*}
\phi=\sum_{j}\left(\zeta_{j}(t), \chi\right) \exp \left[i \lambda\left(t-t_{0}\right)\right] \zeta_{j}\left(t_{0}\right) \tag{7.20}
\end{equation*}
$$

is an element of $D\left(t_{0}\right)$ and satisfies $T\left(t, t_{0}\right) \phi=\chi$. The relation (7.2) follows immediately from the definition of $D\left(t_{0}\right)$. For arbitrary $u, v \in D\left(t_{0}\right)$ (7.2) implies

$$
\begin{equation*}
\left(T\left(t_{0}, t_{0}\right) u, T\left(t_{0}, t_{0}\right) v\right)=(u, v) \tag{7.21}
\end{equation*}
$$

Relations (7.21), (7.16) imply the isometry, and the theorem is proved.

The following theorem shows that, in the case of purely discrete spectrum, the operator (7.14) has the requisite properties of the time-displacement operator almost everywhere in $t, t_{0}$.

Theorem 7.3: Assume (7. $3 \alpha-\delta$ ). Further, assume the spectrum of $\bar{A}_{l}$ is purely discrete. Then the operator (7.14) is strongly continuous in $t$ and satisfies (7.1). Also, for almost all $t, t_{0} \in R^{1}$, the operator (7.14) is a unitary map of $L^{2}\left(R^{n}\right)$ onto itself, has the property (7.2), and satisfies the Schrödinger equation pointwise when applied to the dense subset $D_{0}\left(t_{0}\right)$ of $L^{2}\left(R^{n}\right)$.

Proof: From Theorem 4.2 the spaces $D(t), D\left(t_{0}\right)$ are equal to $L^{2}\left(R^{n}\right)$ for almost all $t, t_{0}$. Therefore, as an isometric map on a Hilbert space whose range is the same Hilbert space is unitary, and as $T\left(t, t_{0}\right)$ is isometric from Theorem 7. 2b, we conclude that $T\left(t, t_{0}\right)$ on $L^{2}\left(R^{n}\right)$ is unitary for almost all $t, t_{0}$. As $D\left(t_{0}\right)$ is equal to $L^{2}\left(R^{n}\right)$ for almost all $t_{0}, D_{0}\left(t_{0}\right)$ is dense in $L^{2}\left(R^{n}\right)$ for Theorem 4.2 and the definition of $D\left(t_{0}\right)$. The other properties have been established in Theorem 7. 2a.

Theorem 7. 4: Assume (7. $3 \alpha-\delta$ ). Then the operator (7.14) on $D\left(t_{0}\right)$ onto $D(t)$ may be written in the form

$$
\begin{equation*}
T\left(t, t_{0}\right)=P\left(t, t_{0}\right) \exp \left[-i B\left(t_{0}\right)\left(t-t_{0}\right)\right] . \tag{7.22}
\end{equation*}
$$

The operator $B\left(t_{0}\right)$ in $D\left(t_{0}\right)$ is self-adjoint for every $t_{0}$, periodic in that parameter, and independent of $t$. Its spectrum is independent of $t_{0}$ and is related to the point spectrum of $A_{\imath}$ by $\sigma\left(A_{i}\right)=\left\{\lambda_{j}+2 \pi n / \tau\right\}$, where $n$ runs through all integers and $\left\{\lambda_{j}\right\}$ is the set of eigenvalues of $B\left(t_{0}\right)$. The operator $P\left(t, t_{0}\right)$ is isometric, strongly continuous in $t$, periodic in $t, t_{0}$, and satisfies

$$
\begin{equation*}
P\left(t, t^{\prime}\right) P\left(t^{\prime}, t_{0}\right)=P\left(t, t_{0}\right) \tag{7.23}
\end{equation*}
$$

with

$$
\begin{equation*}
P\left(t_{0}, t_{0}\right)=I . \tag{7.24}
\end{equation*}
$$

Proof: We define an operator $B\left(t_{0}\right)$ in the Hilbert space $D\left(t_{0}\right)$ by

$$
\begin{equation*}
B\left(t_{0}\right) u=\sum_{j=1}^{\infty} \lambda_{j} \zeta_{j}\left(t_{0}\right)\left(\zeta_{j}\left(t_{0}\right), u\right) \tag{7.25}
\end{equation*}
$$

with domain

$$
D\left(B\left(t_{0}\right)\right)=\left\{u \mid u, B\left(t_{0}\right) u \in D\left(t_{0}\right)\right\}
$$

As the members of $\left\{\lambda_{j}\right\}$ are real and, from Theorem 4.3, the system $\left\{\zeta_{j}\left(t_{0}\right)\right\}$ is orthonormal, it is clear that $B\left(t_{0}\right)$ in $D\left(t_{0}\right)$ is self-adjoint. By definition $B\left(t_{0}\right)$ is periodic in $t_{0}$. Relation between the spectra of $A_{i}$ and $B\left(t_{0}\right)$ is clear from definitions and Lemma 4.1. By the operator $\exp \left[-i B\left(t_{0}\right)\left(t-t_{0}\right)\right]$ we mean

$$
\begin{equation*}
\exp \left[-i B\left(t_{0}\right)\left(t-t_{0}\right)\right] u=\sum_{j} \exp \left[-i \lambda_{j}\left(t-t_{0}\right)\right] \zeta_{j}\left(t_{0}\right)\left(\zeta_{j}\left(t_{0}\right), u\right) \tag{7.26}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\exp \left[-i B\left(t_{0}\right)\left(t-t_{0}\right)\right]=\int \exp \left[-i \lambda\left(t-t_{0}\right)\right] d E_{\lambda}\left(t_{0}\right) \tag{7.27}
\end{equation*}
$$

where $E_{\lambda}\left(t_{0}\right)$ is the spectral family of $B\left(t_{0}\right)$. Clearly, the operator (7.26) maps $D\left(t_{0}\right)$ onto itself. We define $P\left(t, t_{0}\right)$ on $D\left(t_{0}\right)$ by

$$
\begin{equation*}
P\left(t, t_{0}\right) u=\sum_{j=1}^{\infty} \zeta_{j}(t)\left(\zeta_{j}\left(t_{0}\right), u\right) \tag{7.28}
\end{equation*}
$$

As $\left\{\zeta_{j}(t)\right\},\left\{\zeta_{j}\left(t_{0}\right)\right\}$ are orthonormal, when $u, v \in D\left(t_{0}\right)$ the sequences of partial sums

$$
\begin{align*}
& P_{n}\left(t, t_{0}\right) v=\sum_{j=1}^{n} \zeta_{j}(t)\left(\zeta_{j}\left(t_{0}\right), v\right)  \tag{7.29}\\
& \left(\exp \left[-i B\left(t_{0}\right)\left(t-t_{0}\right)\right]\right)_{m} u=\sum_{k=1}^{m} \exp \left[-i \lambda_{k}\left(t-t_{0}\right)\right] \zeta_{k}\left(t_{0}\right)\left(\zeta_{k}\left(t_{0}\right), u\right) \tag{7.30}
\end{align*}
$$

converge in $D\left(t_{0}\right)$ respectively to $P\left(t, t_{0}\right) v, \exp \left[-i B\left(t_{0}\right)\right.$ $\left.\times\left(t-t_{0}\right)\right] u$. Using these facts, along with continuity of the scalar product in $D\left(t_{0}\right)$, we see that (7.22) is indeed satisfied. Relation (7.24), as well as periodicity, immediately follows from the definition of $P\left(t, t_{0}\right)$. The proofs in Theorems 7.2 a , b of strong continuity of $T\left(t, t_{0}\right)$, the isometry of $T\left(t, t_{0}\right)$, and relation (7.1) are readily seen to be applicable to $P\left(t, t_{0}\right)$, and the theorem is proved.

The corresponding statement of this theorem when the spectrum of $\bar{A}_{l}$ is purely discrete is evident from the development above and Theorem 7.3. In particular, $B\left(t_{0}\right)$ is self-adjoint in $L^{2}\left(R^{n}\right)$ for almost all $t_{0}$, and $P\left(t, t_{0}\right)$ is a unitary map of $L^{2}\left(R^{n}\right)$ onto itself for almost all $t, t_{0}$.

## 8. DISCUSSION

In this work we have found a criterion which is necessary and sufficient for the existence of quasiperiodic pointwise solutions in $L^{2}\left(R^{\eta}\right)$ to the periodic, time-dependent Schrödinger equation. This criterion rests on two hypotheses: essential self-adjointness of the Schrödinger operator defined in Sec. 2, and sufficient regularity of its eigenfunctions. The first hypothesis was shown to be satisfied for a limited class of problems. Although we consider it reasonable to expect that both hypotheses will be satisfied to a considerable degree of generality, this remains to be shown.

A strong point of our criterion is that it is in a form well suited to application. That is, the question of the existence of quasiperiodic solutions to a particular Schrödinger equation is reduced to the qualitative spectral analysis of an operator which can be written explicitly. For purposes of qualitative spectral analysis it is desirable to remove the period parameter $\tau$ from the underlying Hilbert space. This can be done as shown at the end of Sec. 2.

Although well suited to the investigation of quasiperiodic solutions, our approach is less successful with respect to the time-displacement operator. However, under an additional hypothesis of uniform convergence, we have shown that, when the spectrum of the Schrö-
dinger operator is purely discrete, there exists an operator expressible as a sum of quasiperiodic terms which has all the requisite properties of the time-displacement operator almost everywhere in $t$. The form of the operator $T\left(t, t_{0}\right)$ expressed in Theorem 7.4 is highly suggestive. It leads us to suspect that, regardless of the nature of the spectrum of the Schrödinger operator, the time-displacement operator may be written as the product of a periodic unitary operator and the exponential of a self-adjoint operator dependent only on the initial time. We shall return to this question in a forthcoming publication.
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#### Abstract

One of the coordinate systems commonly used in the three-body problem consists of three center-of-mass coordinates, three interparticle separations, and three Euler angles specifying the orientation of the triangle whose vertices are the three particles. The usual specification of the Euler angles for this system, which aligns the axes of the body-fixed coordinate system with the principal axes of the moment of inertia tensor, results in a coordinate singularity whenever two of the moments of inertia are equal. An alternative specification of the Euler angles for the equal mass case which treats the three particles symmetrically and eliminates the coordinate singularity at the equilateral triangle configuration is presented.


## I. INTRODUCTION AND STATEMENT OF THE PROBLEM

One of the coordinate systems commonly used to describe the location of three (identical) particles lying at the points $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$ consists of the position

$$
\begin{equation*}
\mathbf{R} \equiv \frac{1}{3}\left(\mathbf{r}_{1}+\mathbf{r}_{2}+\mathbf{r}_{3}\right) \tag{1}
\end{equation*}
$$

of the center-of-mass, the three interparticle separations

$$
\begin{align*}
& s_{1}=\left|\mathbf{r}_{3}-\mathbf{r}_{2}\right|, \\
& s_{2}=\left|\mathbf{r}_{1}-\mathbf{r}_{3}\right|,  \tag{2}\\
& s_{3}=\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|,
\end{align*}
$$

and a set of Euler angles $\alpha, \beta, \gamma$ describing the orientation of the triangle whose verticles are at $r_{1}, r_{2}, r_{3}$. Edmonds' conventions ${ }^{1}$ will be used for the Euler angles: a rotation through $\alpha$ about the $z$ axis of the space fixed system is followed by a rotation through $\beta$ about the new $y$ axis and in turn by a rotation through $\gamma$ about the new $z$ axis (in the body system). If $x_{i}, y_{i}, z_{i}$ are Cartesian coordinates of $r_{i}$ in a right handed space fixed system, and $\xi_{i}, \eta_{i}, \zeta_{i}$ are the Cartesian coordinates of $\mathbf{r}_{i}$ in the body system, then
$x_{i}=\left(\cos \alpha \cos \beta \cos \gamma-\sin \alpha \sin ^{-} \xi_{i}\right.$
$-(\cos \alpha \cos \beta \sin \gamma+\sin \alpha \cos \gamma) \eta_{i}+(\cos \alpha \sin \beta) \zeta_{i}$,
$y_{i}=(\sin \alpha \cos \beta \cos \gamma+\cos \alpha \sin \gamma) \xi_{i}$
$-(\sin \alpha \cos \beta \sin \gamma-\cos \alpha \cos \gamma) \eta_{i}+(\sin \alpha \sin \beta) \zeta_{i}$ $z_{i}=-(\sin \beta \cos \gamma) \xi_{i}+(\sin \beta \sin \gamma) \eta_{i}+(\cos \beta) \xi_{i}$.

Nine conditions are needed to specify the coordinates $\xi_{i}, \eta_{i}, \zeta_{i}(i=1,2,3)$ in the body system. Three are provided by the (rotationally invariant) Eq. (2), three more by the conditions

$$
\begin{equation*}
\zeta_{1}=\zeta_{2}=\zeta_{3}=0, \tag{4}
\end{equation*}
$$

which state that the $\mathrm{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$ triangle lies in the $\xi-\eta$ plane, and two more by the conditions

$$
\begin{equation*}
\xi_{1}+\xi_{2}+\xi_{3}=\eta_{1}+\eta_{2}+\eta_{3}=0 \tag{5}
\end{equation*}
$$

which state that the center of mass lies at the origin of the $\xi-\eta-\zeta$ system. The positive direction on the $\zeta$ axis is specified by requiring that a circuit from $r_{1}$ to $r_{2}$ to $r_{3}$ back to $r_{1}$ encircle the origin of the $\xi-\eta$ plane in a counter clockwise direction.

This statement plus the conditions (2), (4), (5) fix the orientation of the $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$ tirangle in the $\xi-\eta-\zeta$ system up to a rotation about the $\zeta$ axis. If polar coordinates are introduced in the $\xi-\eta$ plane via

$$
\begin{equation*}
\xi_{i}=\rho_{i} \cos \phi_{i}, \quad \eta_{i}=\rho_{i} \sin \phi_{i} \tag{6}
\end{equation*}
$$

it follows from (2) and (4)-(6) that $\rho_{1}, \rho_{2}, \rho_{3}$ are given by

$$
\begin{align*}
& \rho_{1}=\frac{1}{3}\left(-s_{1}{ }^{2}+2 s_{2}{ }^{2}+2 s_{3}{ }^{2}\right)^{1 / 2},  \tag{7a}\\
& \rho_{2}=\frac{1}{3}\left(2 s_{1}{ }^{2}-s_{2}{ }^{2}+2 s_{3}{ }^{2}\right)^{1 / 2},  \tag{7b}\\
& \rho_{3}=\frac{1}{3}\left(2 s_{1}{ }^{2}+2 s_{2}{ }^{2}-s_{3}{ }^{2}\right)^{1 / 2} \tag{7c}
\end{align*}
$$

and that the angles $\phi_{21}, \phi_{32}, \phi_{13}$ defined by

$$
\begin{equation*}
\phi_{21}=\phi_{2}-\phi_{1}, \quad \phi_{32}=\phi_{3}-\phi_{2}, \quad \phi_{13}=\phi_{1}-\phi_{3} \tag{8}
\end{equation*}
$$

are fixed by

$$
\begin{align*}
& \sin \phi_{21}=\left(I_{1} I_{2}\right)^{1 / 2} /\left(3^{1 / 2} \rho_{1} \rho_{2}\right),  \tag{9a}\\
& \cos \phi_{21}=\left(s_{1}{ }^{2}+s_{2}{ }^{2}-5 s_{3}^{2}\right) /\left(18 \rho_{1} \rho_{2}\right),  \tag{9b}\\
& \sin \phi_{32}=\left(I_{1} I_{2}\right)^{1 / 2} /\left(3^{1 / 2} \rho_{2} \rho_{3}\right),  \tag{9c}\\
& \cos \phi_{32}=\left(-5 s_{1}{ }^{2}+s_{2}{ }^{2}+s_{3}{ }^{2}\right) /\left(18 \rho_{2} \rho_{3}\right),  \tag{9d}\\
& \sin \phi_{13}=\left(I_{1} I_{2}\right)^{1 / 2} /\left(3^{1 / 2} \rho_{3} \rho_{1}\right),  \tag{9e}\\
& \cos \phi_{13}=\left(s_{1}{ }^{2}-5 s_{2}{ }^{2}+s_{3}{ }^{2}\right) /\left(18 \rho_{3} \rho_{1}\right), \tag{9f}
\end{align*}
$$

where $I_{1}$ and $I_{2}$ are the principal axis values of the moments of inertia in the $\xi-\eta$ plane divided by the particle mass. Explicitly,

$$
\begin{align*}
I_{1}= & {\left[s_{1}{ }^{2}+s_{2}{ }^{2}+s_{3}^{2}\right.} \\
& +2\left(s_{1}^{4}+s_{2}{ }^{4}+s_{3}^{4}-s_{1}{ }^{2} s_{2}^{2}-s_{2}{ }^{2} s_{3}{ }^{2}-s_{3}^{2} s_{1}^{2}\right)^{1 / 2} \bigvee / 6 \tag{10}
\end{align*}
$$

and

$$
\begin{align*}
I_{2} & =\left[s_{1}{ }^{2}+s_{2}{ }^{2}+s_{3}{ }^{2}-2\left(s_{1}{ }^{4}+s_{2}{ }^{4}+s_{3}{ }^{4}-s_{1}{ }^{2} s_{2}{ }^{2}\right.\right. \\
& \left.-s_{2}{ }^{2} s_{3}{ }^{2}-s_{3}{ }^{2} s_{1}{ }^{2}\right)^{1 / 2} V 6 \tag{11}
\end{align*}
$$

One more condition is needed to pin down the rotation about the $\zeta$ axis and complete the specification of the orientation of the $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$ triangle in the $\xi-\eta-\zeta$ plane. The usual condition

$$
\xi_{1} \eta_{1}+\xi_{2} \eta_{2}+\xi_{3} \eta_{3}=0
$$

(vanishing of the products of inertia) aligns the $\xi-\eta-\zeta$ axes with the principal axes of the moment of inertia tensor and implies that

$$
\begin{equation*}
\phi_{1}=\frac{1}{2} \tan ^{-1}\left(\frac{6\left(s_{3}{ }^{2}-s_{2}{ }^{2}\right)\left(3 I_{1} I_{2}\right)^{1 / 2}}{2 s_{1}{ }^{4}+5 s_{2}{ }^{4}+5 s_{3}^{4}-5 s_{1}{ }^{2} s_{2}{ }^{2}-2 s_{2}{ }^{2} s_{3}{ }^{2}-5 s_{3}{ }^{2} s_{1}{ }^{2}}\right) \tag{13}
\end{equation*}
$$

with similar expressions for $\phi_{2}$ and $\phi_{3}$. With the usual choice (12), the kinetic energy operator

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \sum_{i=1}^{3}\left(\frac{\partial^{2}}{\partial x_{i}{ }^{2}}+\frac{\partial^{2}}{\partial y_{i}{ }^{2}}+\frac{\partial^{2}}{\partial z_{i}{ }^{2}}\right) \tag{14}
\end{equation*}
$$

can be expressed in the form ${ }^{2,3}$

$$
\begin{equation*}
H=H_{c m}+H_{i n t} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{c m}=-\frac{\hbar^{2}}{6 m}\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}+\frac{\partial^{2}}{\partial Z^{2}}\right) \tag{16}
\end{equation*}
$$

with $X, Y, Z$ the Cartesian coordinates of the center-ofmass $\mathbf{R}$ and

$$
\begin{equation*}
H_{i n t}=-\frac{\hbar^{2}}{2 m}\left(T_{1}+T_{2}+T_{3}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
T_{1}= & 2\left(\frac{\partial^{2}}{\partial s_{1}{ }^{2}}+\frac{\partial^{2}}{\partial s_{2}{ }^{2}}+\frac{\partial^{2}}{\partial s_{3}{ }^{2}}\right)+\left(\frac{s_{1}{ }^{2}+s_{2}{ }^{2}-s_{3}{ }^{2}}{s_{1} s_{2}}\right) \frac{\partial^{2}}{\partial s_{1} \partial s_{2}} \\
& +\left(\frac{-s_{1}{ }^{2}+s_{2}{ }^{2}+s_{3}{ }^{2}}{s_{2} s_{3}}\right) \frac{\partial^{2}}{\partial s_{2} \partial s_{3}}+\left(\frac{s_{1}{ }^{2}-s_{2}{ }^{2}+s_{3}{ }^{2}}{s_{3} s_{1}}\right) \frac{\partial^{2}}{\partial s_{3} \partial s_{1}} \\
& +4\left(\frac{1}{s_{1}} \frac{\partial}{\partial s_{1}}+\frac{1}{s_{2}} \frac{\partial}{\partial s_{2}}+\frac{1}{s_{3}} \frac{\partial}{\partial s_{3}}\right),  \tag{18a}\\
T_{2}= & \frac{4\left(I_{1} I_{2}\right)^{1 / 2}}{3^{1 / 2}\left(I_{1}-I_{2}\right)^{2}}\left[\left(\frac{s_{2}{ }^{2}-s_{3}{ }^{2}}{s_{1}}\right) \frac{\partial}{\partial s_{1}}\right. \\
& \left.+\left(\frac{s_{3}{ }^{2}-s_{1}{ }^{2}}{s_{2}}\right) \frac{\partial}{\partial s_{2}}+\left(\frac{s_{1}{ }^{2}-s_{2}{ }^{2}}{s_{3}}\right) \frac{\partial}{\partial s_{3}}\right]\left(\frac{i}{\hbar} L_{\varepsilon}\right) \tag{18b}
\end{align*}
$$

and

$$
\begin{align*}
T_{3}= & -\frac{1}{2}\left(I_{1}{ }^{-1}+I_{2}^{-1}\right) \hbar^{-2}\left(L^{2}-L_{\xi}^{2}\right)-\left(I_{1}+I_{2}\right)\left(I_{1}-I_{2}\right)^{-2}\left(\hbar^{-2} L_{\xi}^{2}\right) \\
& +\frac{1}{4}\left(I_{2}^{-1}-I_{1}^{-1}\right) \hbar^{-2}\left(L_{\downarrow}^{2}+L_{-}^{2}\right) \tag{18c}
\end{align*}
$$

with

$$
\begin{equation*}
L^{2}=-\hbar^{2}\left[\frac{\partial^{2}}{\partial \beta^{2}}+\cot \beta \frac{\partial}{\partial \beta}+\csc ^{2} \beta\left(\frac{\partial^{2}}{\partial \alpha^{2}}+\frac{\partial^{2}}{\partial \gamma^{2}}-2 \cos \beta \frac{\partial^{2}}{\partial \alpha \partial \gamma}\right)\right], \tag{19a}
\end{equation*}
$$

$$
\begin{equation*}
L_{z}=-i \hbar \frac{\partial}{\partial \alpha}, \tag{19b}
\end{equation*}
$$

$$
\begin{equation*}
L_{\xi}=-i \hbar \frac{\partial}{\partial \gamma}, \tag{19c}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{ \pm}=i \hbar \exp (\mp i \gamma)\left(\csc \beta \frac{\partial}{\partial \alpha}-\cot \beta \frac{\partial}{\partial \gamma} \mp i \frac{\partial}{\partial \beta}\right) . \tag{19d}
\end{equation*}
$$

Here $L^{2}$ is the total angular momentum operator, $L_{z}$ is the $z$ component of angular momentum in the spacefixed system, $L_{\xi}, L_{\eta}, L_{\xi}$ are components of angular momentum in the body system, and $L_{ \pm}=L_{\xi} \pm i L_{\eta}$ are raising and lowering operators in the body system.

The traditional condition (12) has the disadvantage of introducing a coordinate singularity at the equilateral triangle configuration $s_{1}=s_{2}=s_{3}$, where $I_{1}=I_{2}$ and the right-hand side of (13) is undefined. This difficulty also
shows up in the kinetic energy; the operators $T_{2}$ and $T_{3}$ defined in (18b) and (18c) contain coefficients which are infinite when $I_{1}=I_{2}$. The line $s_{1}=s_{2}=s_{3}$ in the $s_{1}-s_{2}-s_{3}$ space is like a square root branch point in the complex plane: one circuit around this line changes the right-hand side of (13) by $\pi$. Infinitesimal changes in $s_{1}, s_{2}$, and/or $s_{3}$ in the neighborhood of $s_{1}=s_{2}=s_{3}$ can result in finite changes in the right-hand side of (41), making it awkward to expand about $s_{1}=s_{2}=s_{3}$.

This coordinate singularity has caused difficulties in the theory of the nonlinear triatomic molecule ${ }^{4}$ and the triton. ${ }^{5}$ The present work was motivated by a desire to avoid similar difficulties in the theory of the exchange third virial coefficient. ${ }^{6}$ A canonical transformation in the form of an expansion about $s_{1}=s_{2}=s_{3}$ was used by Weiguny ${ }^{3}$ to eliminate the singularity. However, such an expansion does not give a new coordinate system globally. In the next section, the usual condition (12) will be replaced by an alternative condition which eliminates the singularity.

A singularity is also present at those configurations in which the three particles are in a straight line so that $I_{1}$ or $I_{2}$ vanishes. This singularity, which is accompanied by a decrease in the number of rotational degrees of freedom from three to two, will not be discussed further in the present paper.

## II. SOLUTION OF THE PROBLEM

The coordinate singularity at $s_{1}=s_{2}=s_{3}$ arises from the fact that when $I_{1}=I_{2}$, all axes through the origin of the $\xi-\eta$ plane are principal axes of the moment of inertia tensor, so that aligning the principal axes of the moment of inertia tensor with the coordinate axes no longer fixes the coordinate system. An obvious way out of the difficulty would be to replace the usual condition (12) by a condition such as $\eta_{1}=0$, which places particle 1 on the $\xi$ axis. This solution, however, has the defect of treating the particles asymmetrically, thus complicating the discussion of the symmetry of the wavefunction under particle permutation.

In the equilateral triangle configuration $s_{1}=s_{2}=s_{3}$ with $\phi_{1}$ equal to an arbitrarily chosen constant $c$, the particles can be permuted by certain rotations which are equivalent to changes in Euler angles $\alpha, \beta, \gamma$. In particular, the interchange of particles 2 and 3 results from a rotation of $\pi-2 c$ about the $\zeta$ axis followed by a rotation of $\pi$ about the $\eta$ axis; this is equivalent to the replacement of $\alpha, \beta, \gamma$ by $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ where

$$
\begin{equation*}
\alpha^{\prime}=\pi+\alpha, \quad \beta^{\prime}=\pi-\beta, \quad \gamma^{\prime}=-2 c-\gamma . \tag{20}
\end{equation*}
$$

Similar formulas hold for other permutations of the particles: to interchange 1 and 3 , replace $c$ by $c+(2 \pi / 3)$ in the above (i.e., $\phi_{1}$ by $\phi_{2}$ ); to interchange 1 and 2 , replace $c$ by $c+(4 \pi / 3)$ in the above ( $\phi_{1}$ by $\phi_{3}$ ).

The dependence of $\phi_{1}$ on $s_{1}, s_{2}$, and $s_{3}$ for an arbitrary configuration will now be determined by requiring that a permutation $P$ of the particles be accomplished by applying the permutation $P$ to the interparticle separations $s_{1}, s_{2}, s_{3}$ and making the same changes in the Euler angles as are made for the equilateral triangle configuration. For example, 2 and 3 are to be inter-
changed by replacing $s_{1}, s_{2}, s_{3}, \alpha, \beta, \gamma$ by $s_{1}{ }^{\prime}, s_{2}{ }^{\prime}, s_{3}{ }^{\prime}$, $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ where $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ are given by (20) and

$$
\begin{equation*}
s_{1}^{\prime}=s_{1}, \quad s_{2}^{\prime}=s_{3}, \quad s_{3}^{\prime}=s_{2} \tag{21}
\end{equation*}
$$

A rotation of $\pi-2 c$ about the $\zeta$ axis followed by a rotation of $\pi$ about the $\eta$ axis carries $\phi_{1}\left(s_{1}, s_{2}, s_{3}\right)$ into $2 c$ $-\phi_{1}\left(s_{1}, s_{2}, s_{3}\right)$; interchange of $s_{2}$ and $s_{3}$ then carries it into $2 c-\phi_{1}\left(s_{1}, s_{3}, s_{2}\right)$. The fact that particle 1 is left fixed by the interchange of 2 and 3 then implies the condition

$$
\begin{equation*}
\phi_{1}\left(s_{1}, s_{2}, s_{3}\right)=2 c-\phi_{1}\left(s_{1}, s_{3}, s_{2}\right) \tag{22}
\end{equation*}
$$

Consideration of the interchange of 1 and 3 yields

$$
\begin{equation*}
\phi_{2}\left(s_{1}, s_{2}, s_{3}\right)=2[c+(2 \pi / 3)]-\phi_{2}\left(s_{3}, s_{2}, s_{1}\right) \tag{23}
\end{equation*}
$$

while considering the interchange of 1 and 2 leads to

$$
\begin{equation*}
\phi_{3}\left(s_{1}, s_{2}, s_{3}\right)=2[c+(4 \pi / 3)]-\phi_{3}\left(s_{2}, s_{1}, s_{3}\right) \tag{24}
\end{equation*}
$$

Because all other permutations can be built up from the interchanges, no further conditions need be imposed. The general solution of Eq. (22)-(24) is
$\phi_{1}\left(s_{1}, s_{2}, s_{3}\right)=c+\frac{1}{3}\left(-\phi_{21}+\phi_{13}\right)+f\left(s_{1}, s_{2}, s_{3}\right)$,
$\phi_{2}\left(s_{1}, s_{2}, s_{3}\right)=c+2 \pi / 3+\frac{1}{3}\left(-\phi_{32}+\phi_{21}\right)+f\left(s_{1}, s_{2}, s_{3}\right)$,
$\phi_{3}\left(s_{1}, s_{2}, s_{3}\right)=c+4 \pi / 3+\frac{1}{3}\left(-\phi_{13}+\phi_{32}\right)+f\left(s_{1}, s_{2}, s_{3}\right)$,
where $f$ is an arbitrary antisymmetric function of $s_{1}, s_{2}$, and $s_{3}$ and $\phi_{21}, \phi_{32}, \phi_{13}$ are defined by Eqs. (9). It is easy to verify that (25) is consistent with (8). As a consequence of (9), $\phi_{21}, \phi_{32}, \phi_{13}$ all lie between 0 and $\pi$. Thus $\phi_{i}-f$ cannot stray from its value $c$ at the equilateral triangle configuration by more than $\pi / 3$, and is well behaved in the neighborhood of the equilateral triangle configuration.

Let $\phi_{1}{ }^{\text {old }}$ stand for the right-hand side of (13), and $\phi_{1}{ }^{\text {now }}$ for the right-hand side of (25a). It can then be shown that the difference $\theta=\phi_{1}{ }^{\text {old }}-\phi_{1}{ }^{\text {new }}$ between the two specifications of $\phi_{1}$ is given by

$$
\begin{align*}
\theta\left(s_{1}, s_{2}, s_{3}\right)= & \frac{1}{6} \tan ^{-1}\left[N\left(s_{1}, s_{2}, s_{3}\right) / D\left(s_{1}, s_{2}, s_{3}\right)\right] \\
& -c-f\left(s_{1}, s_{2}, s_{3}\right) \tag{26}
\end{align*}
$$

where

$$
\begin{align*}
N\left(s_{1}, s_{2}, s_{3}\right)= & 24\left(3 I_{1} I_{2}\right)^{1 / 2}\left[3\left(I_{1}+I_{2}\right)^{2}\right. \\
& \left.+4 I_{1} I_{2}\right]\left(s_{1}^{2}-s_{2}^{2}\right)\left(s_{2}^{2}-s_{3}^{2}\right)\left(s_{3}^{2}-s_{1}^{2}\right) \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
D\left(s_{1}, s_{2}, s_{3}\right)= & 27\left(I_{1}-I_{2}\right)^{6}+4\left(I_{1}+I_{2}\right)\left[\left(I_{1}+I_{2}\right)^{2}\right. \\
+ & \left.12 I_{1} I_{2}\right]\left(s_{1}^{2}+s_{2}^{2}-2 s_{3}^{2}\right)\left(s_{2}^{2}+s_{3}^{2}-2 s_{1}^{2}\right) \\
& \times\left(s_{3}^{2}+s_{1}^{2}-2 s_{2}^{2}\right) \tag{28}
\end{align*}
$$

The new coordinate system differs from the old only in the specification of $\gamma: \gamma^{\mathrm{new}}=\gamma^{\text {ald }}+\theta$. It is easy to show that $\theta$ reduces to the rotation generated by Weiguny's cannonical transformation ${ }^{3}$ in the neighborhood of $s_{1}=s_{2}$ $=s_{3}$. 'The effect of this rotation on the Hamiltonian given by Eqs. (15)-(19) is the replacement of $T_{2}$ and $T_{3}$ by $T_{2}^{\prime}$ and $T_{3}^{\prime}$ where

$$
\begin{align*}
T_{2}^{\prime}= & \left(\frac{\left(s_{1}{ }^{2}-s_{2}{ }^{2}\right)\left(s_{2}{ }^{2}-s_{3}{ }^{2}\right)\left(s_{3}{ }^{2}-s_{1}{ }^{2}\right)}{81 \rho_{1}{ }^{2} \rho_{2}{ }^{2} \rho_{3}{ }^{2}\left(3 I_{1} I_{2}\right)^{1 / 2}}+\sum_{i=1}^{3} \Omega_{i}\right. \\
& \left.-T_{1} f+\sum_{i=1}^{3} \Lambda_{i} f\right)\left(\frac{i}{\hbar} L_{\xi}\right) \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
T_{3}^{\prime}= & -\frac{1}{2}\left(I_{1}^{-1}+I_{2}^{-1}\right) \hbar^{-2}\left(L^{2}-L_{\xi}^{2}\right)+\left[-\left(54 \rho_{1}^{2} \rho_{2}^{2} \rho_{3}^{2}\right)^{-1}\right. \\
& \left.\times\left[2\left(I_{1}+I_{2}\right)^{2}-\left(I_{1}-I_{2}\right)^{2}\right]+\sum_{i=1}^{3}\left(\Omega_{i}^{f}-\frac{1}{2}\left(\Lambda_{i} f\right) \frac{\partial f}{\partial s_{i}}\right)\right] \hbar^{-2} L_{\xi}^{2} \\
& +\frac{1}{4}\left(I_{2}^{-1}-I_{1}^{-1}\right) \hbar^{-2}\left[\exp (2 i \theta) L_{+}{ }^{2}+\exp (-2 i \theta) L_{-}^{2}\right] \tag{30}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega_{1} \equiv-2\left(27 \rho_{1}^{2} \rho_{2}^{2} \rho_{3}^{2}\right)^{-1}\left(3 I_{1} I_{2}\right)^{1 / 2} \rho_{1}^{2}\left(s_{2}^{2}-s_{3}^{2}\right) s_{1}^{-1} \partial / \partial s_{1}, \tag{31a}
\end{equation*}
$$

$$
\begin{align*}
& \Omega_{2} \equiv-2\left(27 \rho_{1}{ }^{2} \rho_{2}^{2} \rho_{3}^{2}\right)^{-1}\left(3 I_{1} I_{2}\right)^{1 / 2} \rho_{2}^{2}\left(s_{3}^{2}-s_{1}^{2}\right) s_{2}^{-1} \partial / \nabla s_{2}  \tag{31b}\\
& \Omega_{3} \equiv-2\left(27 \rho_{1}^{2} \rho_{2}^{2} \rho_{3}^{2}\right)^{-1}\left(3 I_{1} I_{2}\right)^{1 / 2} \rho_{3}^{2}\left(s_{1}^{2}-s_{2}^{2}\right) s_{3}^{-1} \partial / \partial s_{3} \tag{31c}
\end{align*}
$$

$$
\begin{align*}
\Lambda_{1} \equiv & 4\left(\frac{\partial}{\partial s_{1}}\right)+\left(s_{1} s_{2}\right)^{-1}\left(s_{1}^{2}+s_{2}^{2}-s_{3}^{2}\right)\left(\frac{\partial}{\partial s_{2}}\right)+\left(s_{3} s_{1}\right)^{-1} \\
& \times\left(s_{1}^{2}-s_{2}^{2}+s_{3}^{2}\right)\left(\frac{\partial}{\partial s_{3}}\right),  \tag{32a}\\
\Lambda_{2} \equiv & \left(s_{1} s_{2}\right)^{-1}\left(s_{1}^{2}+s_{2}^{2}-s_{3}^{2}\right)\left(\frac{\partial}{\partial s_{1}}\right)+4\left(\frac{\partial}{\partial s_{2}}\right)+\left(s_{2} s_{3}\right)^{-1} \\
& \times\left(-s_{1}^{2}+s_{2}^{2}+s_{3}^{2}\right)\left(\frac{\partial}{\partial s_{3}}\right), \tag{32b}
\end{align*}
$$

and
$\Lambda_{3} \equiv\left(s_{3} s_{1}\right)^{-1}\left(s_{1}{ }^{2}-s_{2}{ }^{2}+s_{3}{ }^{2}\right)\left(\frac{\partial}{\partial s_{1}}\right)+\left(s_{2} s_{3}\right)^{-1}\left(-s_{1}{ }^{2}+{s_{2}}^{2}+s_{3}{ }^{2}\right)$

$$
\begin{equation*}
\times\left(\frac{\partial}{\partial s_{2}}\right)+4\left(\frac{\partial}{\partial s_{3}}\right) \tag{32c}
\end{equation*}
$$

If the arbitrary antisymmetric function $f$ and its first two partial derivatives are nonsingular at $I_{1}=I_{2}$, then the operators $T_{2}^{\prime}$ and $T_{3}{ }^{\prime}$ no longer contain the singularity at $I_{1}=I_{2}$ which was present in $T_{2}$ and $T_{3}$. Furthermore, if $f$ and its first two derivatives vanish at $I_{1}=I_{2}$, the term $T_{3}{ }^{\prime}$ can be shown to reduce to the Hamiltonian for a plane rigid rotator when $I_{1}=I_{2}$.
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#### Abstract

The domains of definition of the operators used to factorize the generalized Veneziano model are studied within the Hilbert space defined by the harmonic oscillator creation and annihilation operators $a_{\mu}^{(r) \dagger}, a_{\mu}^{(r)}$. These individual operators may not be well behaved, although, of course, the matrix elements used in the conventional operational factorization are well defined. Concerning the individual operators, it is shown that the ground-state vertex written as $V(p)=\exp \left[-\Sigma_{r=1}^{\infty}\right.$ $\left.\left(p \cdot a^{(r)+}\right) / V r\right] \exp \left[\Sigma_{r=1}^{\infty}\left(p \cdot a^{(r)}\right) / V r\right]$ is nowhere defined within the Hilbert space; the product with a twisting operator $\Omega(q) V(p)$ is, however, densely defined, as is the symmetrical three-reggeon vertex. The propagator $D(p)$ is bounded everywhere, away from its poles. The twisting operator $\Omega(p)$ is undefined on finite occupation states, but is densely defined on a subset of coherent states; its Hermitian conjugate $\Omega^{+}(p)$ is densely defined on both finite occupation and coherent states. It is found that a suitable rewritten form of the product $D(q) V(p)$ is densely defined for certain values of momenta; this relates to the fact that off-mass shell states satisfying $\left(L_{0}-L_{-r}-1\right) \mid \Phi>=0$, where $L_{n}$ are the conventional gauge operators, are better defined than those satisfying $\left(L_{0}-L_{-r}+r-1 \mid \Phi^{\prime}>=0\right.$.


## 1. INTRODUCTION

The study of the properties of the $N$-particle generalization of Veneziano's beta function dual model for twobody scattering has been greatly facilitated by the harmonic oscillator operator formalism. ${ }^{1}$ This operator formalism makes manifest the factorization properties and the spectrum of states which are not obvious in the original integral representation. It can be written in a form where both the factorization and Möbius invariance properties are displayed simultaneously. ${ }^{2}$ For a review of the formalism we refer the reader to the article of Alessandrini et al., ${ }^{3}$ and the references cited therein.

In the present paper we shall be concerned with the operator formalism developed in Ref. 1, together with the twisting operator and symmetric three-reggeon vertex of Ref. 4. With the three operators, the propagator $D(p)$, the symmetric vertex $V\left(p_{1} p_{2} p_{3}\right)$, and the twisting operator $\Omega(p)$, one can, aside from the gauge identities (which we shall consider toward the end of the article in discussing the physical states), build up the whole theory including loops.
We shall discuss the mathematical basis of the operator formalism, in particular the properties within the Hilbert space defined by the Fock space of harmonic oscillator states.

Concerning the three principal operators, regarded as operators acting on Hilbert space states, the results may be summarized: The propagator $D(p)$ is bounded over the whole space; the ground state vertex $V(p)$ is nowhere defined, while the symmetric vertex $\Omega(q) V(p)$ and its generalization to the symmetrical three-reggeon vertex $V\left(p_{1} p_{2} p_{3}\right)$ are densely defined; the twisting operator $\Omega(p)$ is not defined except on states with null ( 4 -momentum, while its adjoint $\Omega^{+}(p)$ is densely defined.
Of course, the Hilbert space is rather a restricted concept and similar difficulties of staying within a Hilbert space occur already in nonrelativistic quantum mechanics. ${ }^{5}$ The conventional usage of the operator formalism involves always matrix elements of strings of operators ( $V D V D \cdots V$ ) and these are well defined in terms of generalized beta functions and their analytic continuation; thus the results of the present paper do not, of course, cast any doubt on the validity of the normal use of the operator formalism (i.e., on the matrix elements). The mathematical properties of the specific operators
are important to know, if one wants to extract as much as possible out of the operator formalism. It is also of importance in understanding dual models and might provide a means for further developments and for construction of other more realistic dual models.

The organization of the paper is as follows: In Sec. 2 we give some mathematical definitions of what we mean by certain classes of vectors within the Hilbert space and introduce some terminology useful for discussing the domains of definition of operators. We study the propagator and twisting operator in Sec.3, while in Sec. 4 the vertex is investigated, firstly the ground-state vertex and then the fully symmetric three-reggeon vertex. Section 5 is concerned with the redefinition of the product $D(q) V(p)$ and with the alternative definitions of physical states. The final Sec. 6 is devoted to some discussion.

## 2. MATHEMATICAL DEFINITIONS

When we, in the following sections, are going to claim that certain operators are defined what we shall mean is really only that they are defined as operators mapping a Hilbert space into itself (or possibly into another Hilbert space).
The Hilbert space of interest for us is the Fock space in the operator formalism ${ }^{1}$ of the Veneziano model. Let us first consider a set of occupation number states of the type

$$
\begin{align*}
& \left|\left\{l_{1}^{1}, l_{1}^{2}, \ldots, l_{1} ; l_{2}^{1}, \cdots\right\}\right\rangle \\
& \quad=\prod_{n=1}^{\infty} \prod_{\mu=0}^{3} \frac{\left.\left(a_{\mu}^{(n)}\right)^{\prime}\right)_{n}^{\mu}}{\left(l_{n}^{\mu}!\right)^{1 / 2}}|0\rangle, \tag{2.1}
\end{align*}
$$

where

$$
\left[a_{\mu}^{(n)}, a_{\nu}^{(m) \dagger}\right]=-\delta_{n m} g_{\mu \nu}
$$

with

$$
\begin{equation*}
g_{\mu \nu}=-\delta_{\mu \nu}(-1)^{\delta_{\mu 0}} \tag{2.2}
\end{equation*}
$$

Here the $l_{n}^{\mu}$ are zero for $n$ sufficiently large. The state with all occupation numbers identically equal to zero is called the vacuum state $|0\rangle$.
We define the space $\mathscr{F}$ as the vector space consisting of all (finite) linear combinations of the vectors (2.1). We
call $\mathcal{F}$ the space of finite occupation states. A typical state $|f\rangle \in \mathcal{F}$ may be written

$$
|f\rangle=\sum_{\{l\}} C_{\{l\}}|\{l\}\rangle
$$

where only finitely many of the coefficients $C_{\{l\}}$ are nonzero.

The space is made a pre-Hilbert space by defining the inner product

$$
\begin{equation*}
\left\langle f^{\prime}\right| \Gamma|f\rangle=\sum_{\{l\}} C_{\{l\}}^{\prime *} C_{\{l\}} \tag{2.3}
\end{equation*}
$$

which follows from (2.1) when we put

$$
\begin{equation*}
\Gamma=(-1)^{\sum_{n=1}^{\infty} a_{0}^{(n)+} a_{0}^{(n)}} \tag{2.4}
\end{equation*}
$$

A norm is defined by $\||f\rangle \|=\sqrt{\langle f| \Gamma|f\rangle}$. Note that this definition of the metric is not Lorentz invariant.

Completing the space $\mathscr{F}$, we obtain the full Hilbert Fockspace $\mathscr{H}$. The points $|h\rangle$ of the Hilbert space $\mathfrak{K}$, which we will consider in this article, can be written as formally infinite linear combinations of states of type (2.1), i.e.,

$$
\begin{equation*}
|h\rangle=\sum_{\{l\}} C_{\{l\}}|\{l\}\rangle, \tag{2.5}
\end{equation*}
$$

but now an infinite number of coefficients $C_{\{i\}}$ may be different from zero. However, the norms in $\mathcal{K}$ are bounded, and it is thus required that

$$
\begin{equation*}
\sum_{\{l\}}\left|c_{\{l\}}\right|^{2}<\infty . \tag{2.6}
\end{equation*}
$$

As a consequence of the noncovariance of the metric $\Gamma$, Eq. (2.4), the Hilbert space $\mathcal{F}$ is not covariant.
An example of a state in $\mathfrak{H}$ is the coherent state defined by

$$
\begin{equation*}
\left|\alpha^{(n)}\right\rangle=\exp \left(\sum_{n} \alpha^{(n)} \cdot a^{(n) \dagger}\right)|0\rangle \tag{2.7}
\end{equation*}
$$

where we have required

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sum_{\mu=0}^{3}\left|\alpha_{\mu}^{(n)}\right|^{2}<\infty \tag{2.8}
\end{equation*}
$$

We shall denote the set of all finite linear combinations of finite-norm coherent states as $\mathbb{C}$.
A function $T^{\prime}$ that maps every vector $|h\rangle \in \mathbb{D}$ into a vector $T|h\rangle \in \Delta \subseteq \mathscr{F}$ is called an operator in the space $\mathfrak{K}$ defined on the domain $\mathfrak{D}$ and $\Delta$ is called the image when it is required that each element in $\Delta$ has the form $\tau|h\rangle$.
In the following sections we shall be interested in whether the domain $\mathcal{D}$ is a dense set in $\mathfrak{H}$, i.e., whether

$$
\begin{equation*}
\overline{\mathrm{D}}=\mathfrak{H}, \tag{2.9}
\end{equation*}
$$

where $\bar{D}$ is the closure of $\mathscr{D}$, according to the topology defined by the norm.
We shall also be interested in whether the operators are bounded. A linear operator $T$ is bounded when

$$
\begin{equation*}
\sup _{\substack{\||h>\| \leqslant| \\ | h>\in \mathbb{D}}} \| \mathcal{T}|h\rangle \|<\infty \tag{2.10}
\end{equation*}
$$

## 3. MÖBIUS GROUP OPERATORS

In the operator formalism of the dual resonance model certain representations of the group of Möbius transformations leaving a circle invariant $S L(2, R) \approx S O(2,1)$
homomorphic to $S U(1,1)$ play an important role. ${ }^{3}$ In the conventional model the generators are

$$
\begin{align*}
& L_{0}(p)=-p^{2}-\sum_{n=1}^{\infty} n a^{(n)+} \cdot a^{(n)}, \\
& L_{+}(p)=-\sqrt{2} a^{(1)^{\dagger}} \cdot p-\sum_{n=1}^{\infty} \sqrt{n(n+1)} a^{(n+1)^{\dagger}} \cdot a^{(n)}, \\
& L_{-}(p)=\left(L_{+}(p)\right)^{\dagger} . \tag{3.1}
\end{align*}
$$

Of particular interest are the following functions of these generators: the propagator

$$
\begin{equation*}
D=\left(L_{0}-1\right)^{-1} \tag{3.2}
\end{equation*}
$$

and the twisting operators

$$
\begin{align*}
& \Omega=(-1)^{L_{0}} e^{-L_{+}}=e^{L_{+}}(-1)^{L_{0}} \\
& \Omega^{+}=e^{-L_{-}}(-1)^{L_{0}}=(-1)^{L_{0}} e^{L_{-}} \tag{3.3}
\end{align*}
$$

In the upper half of Table I the boundedness and domain properties of such operators are summarized.
We now indicate how these antries in the table were obtained.
(i) $D(p)$ and $D^{-1}(p)$ :

On the space $\mathcal{F}, D(p)$ is bounded, since the eigenvalue of $\left(L_{0}-1\right)^{-1}$ of an $\mathcal{F}$ state is bounded. This is because the eigenvalue of $\left(L_{0}-1\right)^{-1}$ on a state $|f\rangle$ is given by

$$
\begin{align*}
\left(L_{0}-1\right)^{-1}|f, p\rangle & =\sum_{\{l\}} C_{\{l\}}\left(L_{0}-1\right)^{-1}|\{l\}, p\rangle \\
& =\sum_{\{l\}} C_{\{l\}}\left(-p^{2}-\sum_{n, \mu} n l_{n}^{\mu}-1\right)^{-1}|\{l\}, p\rangle \tag{3.4}
\end{align*}
$$

and the norm of this state $\|\left(L_{0}-1\right)^{-1}|f\rangle \|$ is always bounded off-mass shell. Now we can apply a theorem about bounded operators to be found, for example, in Naimark's book. ${ }^{6}$

Theorem: In a Hilbert space $\mathfrak{H}$, a bounded linear operator $A$ is extendible by continuity from its domain $D_{A}$ to a bounded linear operator with $\bar{D}_{A}$, i.e., the closure of $\mathscr{D}_{A}$, as its domain of definition.
In the present case, since $D(p)$ is bounded on $\mathscr{F}$ it can be extended, therefore, by continuity to be bounded on $\overline{\mathscr{F}}=\mathfrak{K}$, the full Hilbert space.
$D^{-1}(p)$ is unbounded on $\mathfrak{F}$, but it is defined there, i.e., $\mathscr{D}_{D^{-1}(p)} \supseteq \mathscr{F}$, which is easily seen from Eq. (3.4) written

TABLE I. Boundedness and domain properties of operators.

| Operator | Bounded on $\mathfrak{K}$, the full Hilbert space | Defined on finite occupa tion states, i.e., $\mathfrak{D} \supseteq \mathfrak{F}$ | Defined on coherent states, i.e., $\mathfrak{D} \supseteq$ © | Defined a dense subset of e | Defined (i.e., bounded) on the vacuum, i.e., $D \supseteq\|0\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $D(p)$ | Yes ${ }^{\text {a }}$ | Yes ${ }^{\text {a }}$ | Yes ${ }^{\text {a }}$ | Yes ${ }^{\text {a }}$ | Yes ${ }^{\text {a }}$ |
| $D^{-1}(p)$ | No | Yes | No | Yes | Yes |
| $\Omega{ }^{+}(p)$ | No | Yes | No | Yes | Yes |
| $\Omega(p)$ | No | No | No | Yes | $b$ |
| $V(p)$ | No | No | No | No | No |
| $\Omega(q) V(p)$ | No | No | No | Yes | b |
| $D(q) V(p)\binom{p{ }^{2}<+2}{q^{2}<-1}^{\text {c }}$ | No | Yes | No | Yes | Yes |

[^9]for ( $L_{0}-1$ ). Now we consider $D^{-1}(p)$ acting on a coherent state
\[

$$
\begin{align*}
D^{-1}(p)\left|\alpha^{(n)}\right\rangle & =\left(L_{0}-1\right)\left|\alpha^{(n)}\right\rangle \\
& =\left(-p^{2}-\sum_{n=1}^{\infty} n a_{n}^{\dagger} \cdot \alpha_{n}-1\right)\left|\alpha^{(n)}\right\rangle \tag{3.5}
\end{align*}
$$
\]

The norm of this state is given by

$$
\begin{align*}
& \| D^{-1}(p)\left|\alpha^{(n)}\right\rangle \|^{2} \\
& =\left(p^{2}+1\right)^{2}\left\langle\alpha^{(n)} \mid \alpha^{(n)}\right\rangle+2\left(p^{2}+1\right) \\
& \quad \times \sum_{n=1}^{\infty} n\left|\alpha^{(n)}\right|^{2}\left\langle\alpha^{(n)} \mid \alpha^{(n)}\right\rangle+\left[\left(\sum_{n=1}^{\infty} n\left|\alpha^{(n)}\right|^{2}\right)^{2}\right. \\
& \left.\quad-\sum_{n=1}^{\infty} n^{2}\left|\alpha^{(n)}\right|^{2}\right]\left\langle\alpha^{(n)} \mid \alpha^{(n)}\right\rangle \tag{3.6}
\end{align*}
$$

and the summations can diverge, while still $\left\langle\alpha_{n} \mid \alpha_{n}\right\rangle$ is finite. Therefore, $D^{-1}(p)$ is not defined on $\mathbb{C}$. It is, however, defined on a dense subset, for example, the dense subset $\left\{\left|\alpha_{n}=\hat{n} z^{n}\right\rangle\right\}$, where $|z|<1$ and $\hat{n}$ is a constant 4 -vector.
(ii) $\Omega^{+}(p)$ :

On a state of the $\mathcal{F}$ space we have

$$
\begin{equation*}
\Omega^{+}(p)|f\rangle=(-1)^{L_{0}(p)} e^{L_{-}(p)}|f\rangle \tag{3.7}
\end{equation*}
$$

Now the exponential in $\left|L_{-}(p)\right|$ becomes a polynomial; also the mode summation in $L_{-}(p)$ is finite. Therefore, the state $e^{L_{-}(p)}|f\rangle$ has finite but unbounded norm. The operator $(-1)^{L_{o}(p)}$ is unitary and, therefore, norm preserving. It follows that $\Omega^{+}(p)$ is defined on $\mathcal{F}$, but unbounded on both $\mathcal{F}$ and $\overline{\mathcal{F}}=\mathcal{H}$. Since $|0\rangle \subset \mathscr{F}, \Omega^{+}(p)$ is defined on the vacuum.
For a coherent state $\left|\alpha_{n}, p\right\rangle$
$\checkmark \Omega^{+}(p)\left|\alpha_{n}, p\right\rangle=(-1)^{L_{0}(p)} e^{L_{-}(0)} \exp \left(-\sum_{n=1}^{\infty} \frac{a_{n} \cdot p}{\sqrt{n}}\right)\left|\alpha_{n}, p\right\rangle$.

Using the canonical formalism of Alessandrini et al., ${ }^{3}$ we now have

$$
\begin{equation*}
e^{L-(0)}\left|\alpha_{n} p\right\rangle=\left|\sum_{m} C_{n m} \alpha_{m}, p\right\rangle \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{m=1}^{\infty} C_{n m} \frac{z^{m}}{\sqrt{m}}=\frac{1}{\sqrt{n}}\left(\frac{z}{1-z}\right)^{n} \tag{3.10}
\end{equation*}
$$

Thus,
$\| e^{L_{-}(0)}\left|\alpha_{n}, p\right\rangle \|^{2}=\exp \left(\sum_{n=1}^{\infty}\left|\sum_{m=n}^{\infty}\left(\frac{n}{m}\right)^{1 / 2}\binom{m}{n} \alpha_{m}\right|^{2}\right)$

$$
\begin{align*}
= & \exp \left(\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}\right. \\
& \left.+\sum_{n=1}^{\infty} \sqrt{n(n+1)}\left|\alpha_{n+1}\right|^{2}+\cdots\right) \tag{3.11}
\end{align*}
$$

which for all $\alpha_{n}>0$ can be divergent even for $\Sigma\left|\alpha_{n}\right|^{2}$ finite. To show that it can be defined on a dense set of e, we use $\alpha_{n}=\hat{n} z^{n} / \sqrt{n}$ with $|z|<1$; then we have

$$
\begin{align*}
\| e^{L-(p)}\left|\alpha_{n} p\right\rangle \|^{2} & =\exp \left(|\hat{n}| 2 \sum_{n=1}^{\infty} \frac{1}{\sqrt{n}}\left|\frac{z}{1-z}\right|^{2 n}\right) \\
& \times \exp \left[-2 \operatorname{Re}\left(\sum_{n=1}^{\infty} \frac{z^{n}}{n} n \cdot p\right)\right] \tag{3.12}
\end{align*}
$$

where $|\hat{n}|^{2}=\hat{n}_{0}^{2}+\hat{\mathbf{n}}^{2}$, which is convergent for $\operatorname{Re} z<\frac{1}{2}$. Therefore, $\Omega^{+}(p)$ is defined on a dense set in $\bigodot$.
(iii) $\Omega(p)$ :

For general $p^{2}$ we have

$$
\begin{equation*}
\| \Omega(p)|0\rangle \|^{2}=\exp \left(|p|^{2} \sum_{n=1}^{\infty} \frac{1}{n}\right) \tag{3.13}
\end{equation*}
$$

Note that for $p^{\mu}=0$ we have $\Omega(0)|0\rangle=|0\rangle$. Thus, on vacuum, $\Omega(p)$ is not defined within the Hilbert space for $p_{\mu} \neq 0$.
For an occupation state $|f\rangle$ we investigate first a singly occupied level, where

$$
\begin{aligned}
& \| \Omega(0) a_{q}^{+}|0,0\rangle\left\|^{2}=\right\| e^{-L_{+}(0)} a_{q}^{\dagger}|00\rangle \|^{2} \\
& \quad=\sum_{n=0}^{\infty}\left|\frac{(q+n)!}{q!n!}\left(\frac{q}{q+n}\right)\right|^{1 / 2}=\infty, \quad \text { for any } q \geq 1
\end{aligned}
$$

where we have used the explicit form of $L_{+}(0)$, Eq. (2.1), and the fact that $(-1)^{L_{0}(0)}$ is unitary. It is not difficult to convince oneself that this argument generalizes to any $|f\rangle$ state. Therefore, $\Omega(0)$ is unbounded on $\mathcal{F}$ and on its closure $\mathcal{F}=\mathcal{H}$.
For a coherent state we can write

$$
\begin{align*}
\| \Omega(p)\left|\alpha_{n}\right\rangle \|^{2}= & \|(-1)^{L_{v}(p)} e^{-L_{+}(0)} \exp \left(\sum_{n=1}^{\infty} \frac{a_{n}^{\dagger} \cdot p}{\sqrt{n}}\right)\left|\alpha_{n}\right\rangle \|^{2} \\
= & \exp \left[\sum_{n=1}^{\infty} \frac{1}{n} \left\lvert\, \sum_{m=1}^{n}\binom{n}{m}\right.\right. \\
& \left.\times \sqrt{m}(-1)^{m} \alpha_{m}^{\mu}-p^{\mu} \mid 2\right] \tag{3.15}
\end{align*}
$$

If we choose $\alpha_{m}^{\mu}=-z^{m} p^{\mu} / \sqrt{m}$ such that $|z|<1 \wedge|1-z|$ $<1$ then this leads to a finite norm. By adding to $\alpha_{m}^{\mu}$ lower powers of $z$ (obtained by differentiating $\alpha_{m}$ as is discussed in more detail for the vertex in Section 4 below) we can show that $\Omega(p)$ is defined on a dense subset of $\subset$, although not on $\subset$ itself since $\bigodot$ includes states with $\alpha_{m}^{\mu}$ such that, for example, $0>z>-1$.

## 4. THE VERTEX

In this section we consider the conventional untwisted vertex $V(p)$ for emission of a scalar ground state meson; the result will be that $V(p)$ is nowhere defined within the Hilbert space. We shall, however, find that the twisted vertex $\Omega(p+q) V(p)$ is a densely defined unbounded operator. More generally the cyclically symmetric Caneschi-Schwimmer-Veneziano vertex will be found to be defined for a certain dense set of coherent states in the sense that, putting in one type of coherent state on one leg, together with another type on a second leg, one will obtain at the third leg a normalizable state.
We shall first give some rather simple and convincing arguments that the vertex $V(p)$ is not defined as long as the momentum $p$ has no time component (which is possible for special spacelike momentum), and further is not defined, for general momentum, on any $\mathfrak{C}$ or $\mathcal{F}$ state. Only then shall we introduce a more abstract approach to demonstrate that $V(p)$ is quite generally undefined.
The conventional ground state vertex in the operator formalism is written formally

$$
\begin{equation*}
V(p)=\exp \left(-\sum_{n=1}^{\infty} \frac{\left(a^{(n)+} \cdot p\right)}{\sqrt{n}}\right) \exp \left(\sum_{n=1}^{\infty} \frac{\left(a^{(n)} \cdot p\right)}{\sqrt{n}}\right) \tag{4.1}
\end{equation*}
$$

so that the $N$ point function can then be written formally (in a multiperipheral configuration)

$$
\begin{align*}
A_{N}=\langle 0| V\left(k_{2}\right) D\left(S_{12}\right) V\left(k_{3}\right) D( & \left.S_{13}\right) \ldots V\left(k_{N-2}\right) \\
& \times D\left(S_{N-1, N}\right) V\left(k_{N-1}\right)|0\rangle \tag{4.2}
\end{align*}
$$

where $S_{i j}=\left(p_{i}+p_{i+1}+\ldots+p_{j}\right)^{2}$, and the bra and ket vacuum states have momenta $k_{1}$ and $k_{N}$, respectively.
We now will show the unhappy result that the operator $V(p)$ is not defined anywhere within the Hilbert space. Define an operator
$V_{x}(p)=\exp \left(-\sum_{n=1}^{\infty} \frac{a^{(n)+} \cdot p}{\sqrt{n}} x^{n}\right) \exp \left(\sum_{n=1}^{\infty} \frac{a^{(n)} \cdot p}{\sqrt{n}} x^{n}\right)$
so that $\lim _{x} V_{x}(p)=V(p)$; also define, for momentum with no time ${ }^{x}$ component, the unitary operator

$$
\begin{equation*}
U(p, x)=\exp \left(p \cdot \sum_{n=1}^{\infty} \frac{1}{\sqrt{n}} x^{n}\left(a^{(n)}-a^{(n) \dagger}\right)\right) \tag{4.4}
\end{equation*}
$$

$U(p, x)$ is unitary (and bounded) in $\mathfrak{F}$. Now, we use the fact that

$$
\forall|\psi\rangle \in \mathfrak{H} \exists \text { a sequence }\left\{\left|\phi_{n}\right\rangle\right\}_{n=1}^{\infty}
$$

such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|\phi_{n}\right\rangle=|\psi\rangle \quad \text { where all }\left|\phi_{i}\right\rangle \in \mathcal{F} \tag{4.5}
\end{equation*}
$$

Now we observe that

$$
\begin{equation*}
V_{x}(p)=C(p, x) U(p, x) \tag{4.6}
\end{equation*}
$$

with the $c$ number

$$
\begin{equation*}
c(p, x)=\exp \left(-\frac{p^{2}}{2} \sum_{n=1}^{\infty} \frac{x^{n}}{n}\right) . \tag{4.7}
\end{equation*}
$$

Now, since $U(p, x)$ is unitary for all $x$, we can consider

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \| U(p, x)\left|\phi_{n}\right\rangle\left\|^{2}=\lim _{n \rightarrow \infty}\right\|\left|\phi_{n}\right\rangle\left\|^{2}=\right\||\psi\rangle \|^{2}, \tag{4.8}
\end{equation*}
$$

and then we see that

$$
\begin{align*}
\| V_{x}(p)\left|\phi_{n}\right\rangle \|^{2} & =|c(p, x)|^{2} \| U(p, x)\left|\phi_{n}\right\rangle \|^{2} \\
& =|c(p, x)|^{2} \|\left|\phi_{n}\right\rangle \|^{2} . \tag{4.9}
\end{align*}
$$

Therefore, $V_{x}(p)$ is bounded by $|c(p, x)|$ and, for $|x|<1$, $V_{x}(p)$ is defined on $\mathcal{F}$. For $x \rightarrow 1$, however, on a general state $|\psi\rangle$,

$$
\begin{align*}
\lim _{x \rightarrow 1} \| V_{x}(p)|\psi\rangle \|^{2} & =\lim _{x \rightarrow 1}|c(p, x)|^{2} \||\psi\rangle \|^{2} \\
& =\infty . \tag{4.10}
\end{align*}
$$

Thus we deduce, for momentum with no time component, that $V(p)$ is undefined everywhere in the Hilbert space.
For general $p \mu$, it is easy to show that $V(p)$ is not defined on any coherent state or any $\mathfrak{F}$ state, as a Hilbert space operator. In the case of a coherent state $\mid\left\{\alpha_{n}\right\}$, $q>$ there occurs, in the norm $\left\|V(p) \mid\left\{\alpha_{n}\right\}, q>\right\|$, an exponential of a term

$$
\left[\left(p^{2}+p_{0}^{2}\right) \sum_{n=1}^{\infty} \frac{1}{n}\right]
$$

which cannot be cancelled by any choice of the $\alpha_{n}$ such that

$$
\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty .
$$

That $V(p)$ is not defined on $\mathscr{F}$ states is seen by noticing that the harmonic oscillators above a certain mode
number are excited by $V(p)$ in just the same way as mentioned already for the coherent state.
The more abstract general proof for the nonexistence of $V(p)$ proceeds in three steps: (i) the derivation of an operator identity for $V_{x}(p)^{\dagger} \Gamma V_{x}(p)$; (ii) the proof that the expectation value of an exponential of a Hermitian operator is strictly greater than zero; and (iii) the deduction from (i) and (ii) that any image of $V(p)$ has infinite norm.
(i) By using the commutation rules, Eq. (2.2), for the harmonic oscillator operators, it is straightforward to find that (formally), for $p_{\mu}=\left(p_{0_{1}}, \underline{p}\right)$,

$$
\begin{align*}
V_{x}(p)^{\dagger} \Gamma V_{x}(p)= & \exp \left(p_{\mu} \sum_{n=1}^{\infty} \frac{a_{\mu}^{n \dagger} x^{n}}{\sqrt{n}}\right) \exp \left(-p_{\mu} \sum_{n=1}^{\infty} \frac{a_{n \mu} x^{n}}{\sqrt{n}}\right) \Gamma \\
& \times \exp \left(-p_{\mu} \sum_{n=1}^{\infty} \frac{a_{\mu}^{n \dagger} x^{n}}{\sqrt{n}}\right) \exp \left(p_{\mu} \sum_{n=1}^{\infty} \frac{a_{\mu}^{n} x^{n}}{\sqrt{n}}\right) \\
= & \left(1-x^{2}\right)^{-3 p_{0}^{2}-p} \tilde{U}_{x} \exp \left(-H_{x}\right) \Gamma \exp \left(H_{x}\right) \tilde{U}_{x} \tag{4.11}
\end{align*}
$$

as an operator identity, where

$$
\begin{equation*}
\tilde{U}_{x}=\exp \left(p_{0} \sum_{n=1}^{\infty} \frac{a_{n 0}^{\psi}+a_{n 0}}{\sqrt{n}} x^{n}\right) \tag{4.12}
\end{equation*}
$$

is Hermitian with respect to the indefinite metric

$$
\begin{equation*}
\tilde{U}_{x}=\tilde{U}_{x}^{+} \tag{4.13}
\end{equation*}
$$

and unitary with respect to the $\Gamma$ metric

$$
\begin{equation*}
\tilde{U}_{x}^{-1}=\Gamma \tilde{U}_{x}^{\dagger} \Gamma \tag{4.14}
\end{equation*}
$$

and where

$$
\begin{equation*}
H_{x}=p_{0} \sum_{n=1}^{\infty} \frac{a_{n 0}-a_{n 0}^{\dagger}}{\sqrt{n}} x^{n} \tag{4.15}
\end{equation*}
$$

is Hermitian in the $\Gamma$ metric

$$
\begin{equation*}
H_{x}=\Gamma H_{x}^{\dagger} \Gamma \tag{4.16}
\end{equation*}
$$

In deriving Eq.(4.11) we used

$$
\exp \left(2 p_{0} \sum_{n=1}^{\infty} \frac{a_{n 0} x^{n}}{\sqrt{n}}\right)=\left(1-x^{2}\right)^{-p_{0}^{2}} \exp \left(H_{x}\right) \tilde{U}_{x}
$$

The $\Gamma$ norm squared of $V(p)|h\rangle$, where $\mid h>\in \mathscr{K}$, is the expectation value of this operator (4.11), and from the ultimate step in Eq. (4.11) we see that this expectation value is equal to a diverging $c$ number multiplied by the expectation value of an expontial $\exp \left(2 H_{x}\right)$ for the state $\tilde{U}_{x}|h\rangle$. Since $\tilde{U}_{x}$ is unitary and so bounded, this state $U_{x}|h\rangle$ exists for all $|h\rangle \in \mathscr{H}$ and is in fact different from zero, since $\| U_{x}|h\rangle\|=\| \mid h>\|$.
(ii) Now we wish to show that the expectation value $\langle h| \exp (H)|h\rangle$, for $H$ a Hermitian operator, is greater than zero.
According to the spectral theorem of von Neumann ${ }^{7}$ for Hermitian operators, we may write the Stieltjes integral form of $H$

$$
\begin{equation*}
H=\int_{-\infty}^{\infty} t d I_{t} \tag{4.17}
\end{equation*}
$$

where $I_{t}$ is the family ofprojectors for the operator $H$. More generally, we may make such an integral repre-
sentation for any operator function of $H$, using the same spectral function $I_{t}$; in particular,

$$
\begin{equation*}
\exp (H)=\int_{-\infty}^{\infty} \exp (t) d I_{t} . \tag{4.18}
\end{equation*}
$$

The resolution of the identity $I_{t}$ is defined such that
$\lim _{t \rightarrow-\infty} I_{t}=0$ and $\lim _{t \rightarrow+\infty} I_{t}=1$. Therefore, there exists a $t^{\prime}$ such that

$$
\langle h|\left(1-I_{t^{\prime}}\right)|h\rangle>0,
$$

whereupon, writing

$$
\begin{align*}
\langle h| \exp (H)|h\rangle=\int_{-\infty}^{t^{\prime}} & \exp (t)\langle h| d I_{t}|h\rangle \\
& +\int_{t^{\prime}}^{\infty} \exp (t)\langle h| d I_{t}|h\rangle \tag{4.19}
\end{align*}
$$

we see that the first term on the right-hand side is greater than or equal to zero, while the second term satisfies

$$
\begin{align*}
\int_{t^{\prime}}^{\infty} \exp (t)\langle h| d I_{t}|h\rangle \geqslant & \exp \left(t^{\prime}\right) \int_{t^{\prime}}^{\infty}\langle h| d I_{t}|h\rangle \\
& =\exp \left(t^{\prime}\right)\langle h|\left(1-I_{t^{\prime}}\right)|h\rangle . \tag{4.20}
\end{align*}
$$

It follows that
$\langle h| \exp (H)|h\rangle>0 . \quad$ QED
(iii) Now we combine the results of Eqs.(4.11) and (4.21) to deduce that

$$
\begin{aligned}
\| V(p)|h\rangle \|^{2}= & \lim _{x \rightarrow 1}\left[\left(1-x^{2}\right)^{-3 p_{0}^{2}-\underline{p}}\right. \\
& \left.\times\langle h| \tilde{U}_{x}^{+} \Gamma \exp \left(2 H_{x}\right) \tilde{U}_{x}|h\rangle\right] \\
= & \left(\lim _{x \rightarrow 1}\left(1-x^{2}\right)^{-3 p_{0}^{2}-p}\right) \cdot\langle h| \tilde{U}_{1}^{+} \Gamma \exp \left(2 H _ { 1 } \left(\tilde{U}_{1}|h\rangle\right.\right. \\
= & \infty .
\end{aligned}
$$

By this we have shown the the vertex $V(p)$ is nonexistent within the Hilbert space.
Despite the bad properties of $V(p)$ the operator $\Omega V$ corresponding to the cyclically symmetric vertex can in fact be defined somewhere even for spacelike momentum of the ground state particle. Note that we must regard the operator $\Omega V$ as a single entity rather than as a product of two operators, if we wish to remain in the Hilbert space. In fact let

$$
\begin{equation*}
|\alpha, q\rangle=\prod_{n=1}^{\infty} e^{\alpha_{n} \cdot a(n) \dagger}|0, q\rangle \tag{4.23}
\end{equation*}
$$

be a coherent state with 4 -momentum $q$; the twisted ground state vertex is formally written $\Omega(q+p) V(p)$ when acting on $|\alpha, q\rangle$, and

$$
\begin{align*}
& \Omega(p+q) V(p)\left|\alpha_{1} q\right\rangle=\Omega(0) \exp \left((p+q) \cdot \sum \frac{a^{(n) \dagger}}{\sqrt{n}}\right) \\
& \quad\left(-p \cdot \sum \frac{a^{(n) \dagger}}{\sqrt{n}}\right)\left(p \cdot \sum \frac{a^{(n)}}{\sqrt{n}}\right) \\
& \quad \exp \left(-p \cdot \sum \frac{a^{(n) \dagger}}{\sqrt{n}}\right) \exp \left(p \cdot \sum \frac{a^{(n)}}{\sqrt{n}}\right)|\alpha, q\rangle= \\
& \left.\quad=\exp \left(-q \sum_{n=1}^{\infty} \frac{a^{(n) \dagger}}{\sqrt{n}}\right): \exp -\sum_{n, m} a^{(n) \dagger}\left(C_{n m}-\delta_{n m}\right) a^{(m)}\right): \\
& \quad \exp \left(p \cdot \sum \frac{a^{(n)}}{\sqrt{n}}|\alpha, q\rangle\right) \\
& \left.\quad=\exp \left(p \cdot \sum_{n=1}^{\infty} \frac{\alpha n}{\sqrt{n}}\right) \right\rvert\,\left\{-\sum_{j} C_{i j} \alpha_{j}-q \frac{1}{\sqrt{i}} i=1,2, \ldots, q\right\rangle \tag{4.24}
\end{align*}
$$

Here

$$
C_{n m}=\left(\frac{m}{n}\right)^{1 / 2}(-1)^{m}\binom{n}{m}
$$

It is rather easy to see, by taking, for instance,

$$
\begin{equation*}
\alpha_{n}=Z^{n} / \sqrt{n} \cdot q \quad \text { with }|z|<1 \wedge|1-z|<1 \tag{4.25}
\end{equation*}
$$

and using ${ }^{3}$

$$
\begin{equation*}
\sum_{m=1}^{\infty} n m \frac{Z^{m}}{\sqrt{m}}=\frac{(1-Z)^{n}-1}{\sqrt{n}} \tag{4.26}
\end{equation*}
$$

that the expression for the formal symbol $\Omega(p+q) V(p)$ $|\alpha, q\rangle$ becomes

$$
\left.\exp \left(p \cdot q \sum_{n=1}^{\infty} \frac{Z^{n}}{n}\right) \right\rvert\,\left\{-\frac{(1-Z)^{i}}{\sqrt{i}}\right\} q_{i=1,2, \ldots, q},(4.27)
$$

which is a finite norm coherent state. To be specific, the norm is
$\| \exp \left(p \cdot q \sum_{n=1}^{\infty} \frac{Z^{n}}{n}\right)\left|\left\{-\frac{(1-Z)^{i}}{\sqrt{i}} q\right\} i=1,2, \ldots, q\right\rangle \|$
$=\exp \left(\operatorname{Re} p \cdot q \sum_{n=1}^{\infty} \frac{Z^{n}}{n}+\frac{1}{2} \sum_{i=1}^{\infty} \frac{(1-Z)^{2 i}}{i}|q|^{2}\right)$
and this exponential is finite when $|z|<1$ and $|1-z|$ $<1$.

The possibility (4.25) is only one out of infinitely many since we can add to the series $\alpha$ any series for which $C \cdot \beta$ has finite norm, i.e., for which

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|\sum_{m=1}^{\infty} C_{n m} \sigma_{m}\right|^{2}<\infty \tag{4.29}
\end{equation*}
$$

By using (4.26) it is easy by differentiation, for example, to find an infinite number of such series $\beta$, namely

$$
\begin{equation*}
\beta_{n}^{(r)}=n(n-1) \ldots(n-r+1) Z^{n-r / \sqrt{n}} \tag{4.30}
\end{equation*}
$$

where $z=1,2, \ldots$ and $|z|\langle 1 \wedge| 1-z \mid<1$. In fact one finds
$\sum_{m=1}^{\infty} C_{n m} \beta_{m}^{(r)}=(-1)^{r} \frac{(1-Z)^{n-r} n(n-1) \ldots(n-r+1)}{\sqrt{n}}$,
which is obviously of finite norm because $|1-z|<1$. We remark for its own interest that for $z=\frac{1}{2}$ the series $\beta_{m}$ is an eigenvector of thematrix $C$ with eigenvalue $(-1)^{r}$.
We now want to show that by meansof the coherent states

$$
\begin{equation*}
\left|\left\{\frac{Z^{i}}{\sqrt{i}} q\right\}_{i=1,2, \ldots}+\sum_{r=1}^{\text {finite }} c_{r} \beta^{(r)}, q\right\rangle, \tag{4.32}
\end{equation*}
$$

where $c_{r}$ are 4-vectors, it is possible to argue that the operator $\Omega V$ is defined on a dense domain in the Hilbert space.
Since any coherent state $|\alpha\rangle$ (with $\sum\left|\alpha_{n}\right|^{2}<\infty$ ) can be approximated by another one $\left|\alpha^{\prime}\right\rangle$ provided we can approximate the series $\alpha$ by $\alpha^{\prime}$ in the norm of the Hilbert space $l_{2}$ of series with convergent square sum, we can show that the states of type (4.32) can approximate any coherent state. By choosing $z$ in (4.30) small
but different from zero, one easily shows that linear combinations of series $\beta$ can approximate any series which has only zeros after a certain step and thus any series at all. By choosing $z$ sufficiently small we can make the norm of

$$
\left\{\left(Z^{i} / \sqrt{i}\right) q\right\}_{i=1,2} \ldots
$$

arbitrarily small too; thus states of the form (4.32) can approximate any coherent state and so by taking finite linear combinations we can approximate all states in the Hilbert space by states for which $\Omega V$ is defined. That is to say, $\Omega V$ is densely defined.

It is rather easy to see that also the Caneschi-Schwim-mer-Veneziano three-reggeon vertex ${ }^{4}$ is defined on a dense set in the following sense: There exists a dense set of vectors $|1\rangle$ for which the "vertex operator"

$$
\begin{equation*}
{ }_{2}\left\langle\left. 0\right|_{1}\langle 0| V\left(P_{1}, P_{2}, P_{3}\right) \mid 1\right\rangle|2\rangle|0\rangle_{3} \tag{4.33}
\end{equation*}
$$

mapping the space 2 into space 3 is densely defined, i.e., has a dense domain in Hilbert space 2.
We shall see that the domain in space 2 can be chosen the same whatever the state $|1\rangle$ is as long as $|1\rangle$ belongs to the dense set mentioned in space 1.
In fact we can, for the cyclically symmetric vertex

$$
\begin{align*}
V\left(P_{1}, P_{2}, P_{3}\right) & ={ }_{\alpha}\left\langle0 | _ { b } \langle 0 | \operatorname { e x p } \left\{-P_{1} \cdot c^{\dagger}+P_{2} \cdot a+P_{3} \cdot b\right.\right. \\
& \left.+[a b]_{-}-\left[b c^{\dagger}\right]_{-}-\left[c^{\dagger} a\right]_{-}\right\}|a\rangle|b\rangle|0\rangle_{c} \tag{4.34}
\end{align*}
$$

in which

$$
[\alpha \beta]_{-}=\sum_{m_{1} n=1}^{\infty} \frac{\alpha_{n} \beta_{m}}{\sqrt{n m} B\left(-n_{1} \mathrm{~m}\right)}
$$

show that it is defined for the following coherent state,

$$
\begin{equation*}
|a\rangle=\left\lvert\,\left\{\frac{Z^{n}}{\sqrt{n}} P_{1}+\sum_{r=1}^{\text {finite }} C_{r} \beta_{n}^{(r)}\right\}_{\left.n=1,2, \ldots, P_{1}\right\rangle}\right. \tag{4.35}
\end{equation*}
$$

[a state of type (4.21)], where

$$
\begin{equation*}
|Z|\langle 1 \wedge| 1-Z \mid\langle 1 \tag{4.36}
\end{equation*}
$$

and a state $|b\rangle$ that is either a finite occupation number state or a coherent state with only finitely many modes excited. We shall prove it explicitly for the latter case.
It is in fact rather easy to check that with such states $|a\rangle$ and $|b\rangle$ the vector (4.34) becomes of finite norm. First it is noticed that both $|a\rangle$ and $|b\rangle$ are eigenstates of, respectively, $e^{D_{2} \cdot a}$ and $e^{p_{3} \cdot b}$ with finite eigenvalues because of, respectively, the exponential convergence $z^{n}$ and the cutoff. Secondly

$$
\begin{align*}
& \exp \left([a b]_{-}\right)|a\rangle|b\rangle \\
&=\exp (\text { convergent } c \text { number })|a\rangle|b\rangle \tag{4.37}
\end{align*}
$$

because of the cutoff in the excitations in $|b\rangle$ and the exponential decrease from $|a\rangle$. Thirdly, also in the factors involving $c^{\dagger}$ can the $a$ 's and $b$ 's be replaced by $c$ numbers and the overlap with the vacuum states ${ }_{a}<0 \mid{ }_{b}\langle 0|$ just results in a finite $c$ number too. So the whole expression becomes a formal coherent state in space 3, i.e., for the form

$$
\begin{equation*}
\exp \left(\sum_{n=1}^{\infty} \gamma_{n} c^{(n)}\right)|0\rangle_{c} \tag{4.38}
\end{equation*}
$$

and the only thing to be checked is that the norm is finite, and that will be the case provided

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|\gamma_{n}\right|^{2}\langle\infty . \tag{4.39}
\end{equation*}
$$

The contribution to $\sum_{n=1}^{\infty} \gamma n c^{(n)+}$ from [ $b c^{\dagger}$ ] is only different from zero for a finite number of $\gamma_{n}$, i.e., $n \leq N$. It is thus not able to spoil (4.39). The main trick is that we have arranged it so that although both $-\left[c^{\dagger} a\right]$ and $-p_{1} . c^{+}$give contributions that violate (4.39) the sum

$$
\left\{-p_{1} \cdot c^{\dagger}-\left[c^{\dagger} a\right]_{-}\right\}
$$

gives a contribution that obeys restriction (4.39). In fact the term $\left(z^{n} / \sqrt{n}\right) p_{1}$ is accurately constructed to provide this cancellation; the terms $\sum_{r=1}^{\text {finite }} C_{\gamma} \beta^{(r)}$ give rise through $-\left[c^{\dagger} a\right]$. only to a contribution obeying (4.39). This completes the proof that the cyclically symmetric vertex is densely defined.

## 5. THE PRODUCT $D(q) \vee(p)$; PHYSICAL STATES

We have shown that the ground state vertex $V(p)$ is in general nonexistent in the Hilbert space. However, consider the combination

$$
\begin{align*}
D(q) V(p)=\int_{0}^{1} d x x^{L_{0}-2} V(p) & \\
& =\int_{0}^{1} d x V\left(P_{1} x\right) x^{L_{0}-2} \tag{5.1}
\end{align*}
$$

where
$V\left(p_{1} x\right)=\exp \left(-\sum_{r=1}^{\infty} \frac{a_{r \mu} p^{\mu}}{\sqrt{r}} x^{r}\right) \exp \left(\sum_{r=1}^{\infty} \frac{a_{r \mu} p^{\mu}}{\sqrt{r}} x^{-r}\right)$.
We can use the combination of operators in Eq. (5.1), defined by the integral expression containing $V(p, x)$. The rule should be that the integration is done after the integrand has operated. Consider this operator acting now on a coherent state

$$
\begin{align*}
& \| \int_{0}^{1} d x \exp \left(-\sum_{r} \frac{p \cdot a_{r}^{\dagger} x^{r}}{\sqrt{r}}\right) \exp \left(\sum_{r} \frac{p \cdot a_{r} \cdot x^{-r}}{\sqrt{r}}\right) x^{L_{0}(q)-2}\left|\alpha_{n}\right\rangle \|^{2} \\
& \quad \times \exp \left(\sum_{n=1}^{\infty}\left(x_{1} x_{2}\right)^{n}\left(\left|\alpha_{n}\right|^{2}-\frac{2 \mathrm{Re}\left|\alpha_{n} \cdot p\right|}{\sqrt{n}}\right)\right. \\
& \quad \times \exp \left(2 p_{\mu} \sum_{n=1}^{\infty} \frac{\alpha_{n}^{\mu}}{\sqrt{n}}\right) \tag{5,3}
\end{align*}
$$

where $|p|^{2}=p_{0}^{2}+\underline{p}^{2}$ and $\left|\alpha_{n} \cdot p\right|=\left(\alpha_{n 0} p_{0}+\underline{\alpha}_{n} \cdot p\right)$. The last two exponentials are finite on a dense subset of $\mathfrak{C}$ (namely provided $\sum \alpha_{n} / \sqrt{n}<\infty$ ).
Hence, on this dense set the norm is finite if $q^{2}<-1$ and $|p|^{2}<+2$ to avoid singularities at the lower and upper end points, respectively. This redefinition of the product $D(q) V(p)$ is thus defined on a dense subset of $\mathfrak{e}$ for these momentum values.
The fact that the product of propagator times ground state vertex is better defined than the vertex alone has some interesting consequences on the definition of an off-mass shell physical state, if we require that the off-shell state remains normalizable within the Hilbert space. In general a physical state defined by its coupling to $N$ ground state particles,

$$
\begin{equation*}
|\Phi\rangle=D V\left(k_{1}\right) D V\left(k_{2}\right) D \cdots D V\left(k_{N-1}\right)|0\rangle \tag{5.4}
\end{equation*}
$$

satisfies the gauge condition ${ }^{8}$

$$
\begin{equation*}
w_{-r}|\Phi\rangle=\left(L_{0}-L-r-1\right)|\Phi\rangle=0 . \tag{5.5}
\end{equation*}
$$

If we redefine a physical state without the final propagator, then it satisfies instead the conditions

$$
\begin{align*}
& \left|\Phi^{\prime}\right\rangle=V\left(k_{1}\right) D V\left(k_{2}\right) D \cdots D V\left(k_{N-1}\right)|0\rangle  \tag{5.6}\\
& W_{-r}\left|\Phi^{\prime}\right\rangle=\left(L_{0}-L-r+r-1\right)\left|\Phi^{\prime}\right\rangle=0
\end{align*}
$$

In view of the nonexistence of $V(p)$ as a Hilbert space operator, we expect that the $\left|\phi^{\prime}\right\rangle$ states defined by Eq. (5.6) be not normalizable, and it is amusing to confirm this by constructing such states within the irreducible representations of the gauge algebra.

In Ref. 9 , it is described how to analyze the spectrum of states in terms of irreducible representations of the Virasoro algebra, with generators $L_{r} r=0, \pm 1, \pm 2$, $\pm 3, \cdots$. For the present purpose we note that an exactly similar analysis for spacelike momentum can be made using irreducible representation of the Gliozzi algebra ${ }^{10}$ with generators $L_{0}, L_{ \pm 1}$. Each irreducible representation of the Gliozzi algebra then contains one and only one state (that having lowest $L_{0}$ eigenvalue) which satisfies $L_{-1}\left|\Phi^{\prime \prime}\right\rangle=0$. All other states, obtained by raising with $L_{+1}$ are the $\sigma$ states.
Within each representation of the Gliozzi algebra it is straightforward to determine the unique state which is a physical state according to the definitions (5.5), (5.6), respectively (for $r=1$ ). We may write for the former case

$$
\begin{equation*}
|\Phi\rangle=\sum_{n=0}^{\infty} \alpha_{n}\left(L_{1}\right)^{n}\left|\Phi^{\prime \prime}, c\right\rangle \tag{5.7}
\end{equation*}
$$

where

$$
L_{0}\left|\Phi^{\prime \prime}, c\right\rangle=c\left|\Phi^{\prime \prime}, c\right\rangle, \quad L_{-1}\left|\Phi^{\prime \prime}, c\right\rangle=0
$$

Using the commutation relation

$$
\begin{equation*}
\left[L_{-1}, L_{1}^{n}\right]=2 \sum_{q=0}^{n-1} L_{1}^{q} L_{0} L_{1}^{n-q-1} \tag{5.8}
\end{equation*}
$$

one finds that the condition (5.5) for $r=1$ gives, putting $\alpha_{0}=1$,

$$
\begin{equation*}
\alpha_{n}=(1 / n!)[\Gamma(c+h-1) \Gamma(2 c) / \Gamma(c-1) \Gamma(2 c+n)] \tag{5.9}
\end{equation*}
$$

If

$$
\|\left|\Phi^{\prime \prime}, c\right\rangle \|=1
$$

One then finds, always for spacelike momentum with zero energy, that

$$
\langle\Phi \mid \Phi\rangle=\sum_{n=0}^{\infty}\left(\begin{array}{l}
n  \tag{5.10}\\
q=1
\end{array} \frac{(c+q-2)^{2}}{q(2 c+q-1)}\right)
$$

For large $n$ the square bracket behaves as

$$
\begin{equation*}
\prod_{q=1}^{n} \frac{(c+q-2)^{2}}{q(2 c+q-1)} \overbrace{}^{n \rightarrow \infty} \frac{1}{n^{3}} \tag{5.11}
\end{equation*}
$$

so that the state $|\Phi\rangle$ has finite norm.
If we write, however,

$$
\begin{equation*}
\left|\Phi^{\prime}\right\rangle=\sum_{n=0}^{\infty} \alpha_{n}^{\prime}\left(L_{1}\right)^{n}\left|\Phi^{\prime \prime}, c\right\rangle \tag{5.12}
\end{equation*}
$$

satisfying (5.6), then one finds

$$
\begin{equation*}
\left|\Phi^{\prime}\right\rangle=\sum_{n=0}^{\infty} \frac{1}{n!} \frac{\Gamma(c+n) \Gamma(2 c)}{\Gamma(2 c+n) \Gamma(c)}\left(L_{1}\right)^{n}\left|\Phi^{\prime \prime}, c\right\rangle \tag{5.13}
\end{equation*}
$$

and hence

$$
\begin{align*}
\left\langle\Phi^{\prime} \mid \Phi^{\prime}\right\rangle & =\sum_{n=0}^{\infty}\left(\begin{array}{l}
n \\
q=1
\end{array} \frac{(c+q-1)^{2}}{q(2 c+q-1)}\right)  \tag{5.14}\\
& { }^{n \text { large }} \sum^{\infty} \frac{1}{n}
\end{align*}
$$

giving a logarithmically divergent norm.

We deduce that unless $c$ is a negative integer, whereupon the summations in Eqs. (5.7) and (5.12) may cut off, all states satisfying Eq. (5.6) are nor normalizable. The states satisfying Eq. (5.5), on the other hand, can be normalizable. Thus, the $w_{-r}$ condition for an offshell physical state is more satisfactory in this respect than the $W_{-r}$ definition. This is as expected from the better definition of $D(q) V(p)$ in Eq. (5.1) than that of $V(p)$ alone of Eq. (4.1).

## 6. SUMMARY AND DISCUSSION

We have studied the properties of the three fundamental operators in the operator formalism: $D(p), V\left(p_{1} p_{2} p_{3}\right)$, and $\Omega(p)$. We have found that the vertex for ground state emission $V(p)$, is strictly speaking nonexistent within the Hilbert space. The twisting operator $\Omega(p)$ is also nonexistent when acting on any state with nonnull 4 -momentum; its Hermitian conjugate is, however, densely defined. The propagator $D(p)$ is everywhere defined off-mass shell.
We have noted that the product $\Omega(q) V(p)$ and, more generally, the symmetric three-reggeon vertex $V(123)$ are densely defined. Also, the product $D(q) V(p)$ can be well defined and this was related to the recognition that states annihilated by $w_{-r}=\left(L_{0}-L_{-r}-1\right)$ were more suitable candidates for off-shell physical states than states annihilated by $W_{-r}=\left(L_{0}-L_{-r}+r-1\right)$.
The fact that not all operators and their image states can be represented within the Hilbert space is not very surprising because similar difficulties already occur in nonrelativistic quantum mechanics, where for example, the position operator acting on a square-integrable wavefunction can give a new function outside of the Hilbert space spanned by the set of all square-integrable functions. 5 In that case, extension to a larger space has proved useful. ${ }^{11}$
To conclude, we re-emphasize that the usual operator factorization (with matrix elements taken) of the generalized Veneziano model is well defined; it is only when we study the operators $D, V$, and $\Omega$, in isolation, as Hilbert space operators, that the question of good definition arises. The matrix elements usually considered are scattering amplitudes, and for these we know the analytic structure and can continue analytically to any kinematical region. If we isolate operators or operator products, then there are no similar analyticity assumptions for these and, therefore, we have to understand their mathematical properties in order to use them correctly.
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#### Abstract

The electromagnetic field scattered from two perfectly conducting, circular, coaxial disks is calculated when the incident field is a plane wave. Two quantities are of special interest: namely, the electric field at the center of the axis of the two disks and the integral of the electric field along the axis between the two disks. Analytical expressions for the low-frequency behavior of these two quantities are derived in the case where the distance between the two disks is large compared to the radii of the disks. For other frequencies and for separations of the two disks not too large these two quantities of interest are calculated numerically. Expressions for the scattered far field are also derived.


## I. INTRODUCTION

One type of sensor for measuring the electric field is the parallel plate dipole. This sensor consists of two thin, perfectly conducting, parallel plates with some suitable electrical device for picking up the electric field or voltage between the two plates. In this paper we will analyze the characteristics of a symmetrical, parallel plate dipole consisting of two perfectly conducting circular disks and obtain quantitative information on the behavior of this dipole for a wide range of frequencies.

Electromagnetic scattering from one circular disk, two or more coaxial disks, or an annular ring has been treated by many investigators using a special integral equation technique. ${ }^{1-6}$ A somewhat different integralequation approach is discussed in Ref. 7. In all these references the electromagnetic scattering problem is reduced to the solution of a Fredholm integral equation of the second kind. The problem of acoustic scattering from any number of equal circular holes arbitrarily distributed in an infinitely large, rigid plate can be solved by a method of expansion in hypergeometrical polynomials. ${ }^{8}$ An account of all methods available for solving the classical problem of acoustic and electromagnetic scattering from one disk can be found in Ref. 9.

However, no quantitative results seem to exist, except in some limiting cases, for the scattering from two or more coaxial disks. In this paper we will use the theory developed in Refs. 1-6 to obtain quantitative information about the scattered field for a wide range of frequencies. The approach we use is general and can be applied to the problem of scattering from any number of coaxial disks having different radii.

To begin with, the two disks are assumed to have the same radius, to be of zero thickness, and to be exposed to an incident plane wave. Specifically, we will calculate the electric field at the center of the dipole and the integral of the electric field between the two plates along the axis of the dipole. Expressions for the scattered far field are also derived.

In Sec. II we first scalarize the problem of two parallel, coaxial disks of different radii by expressing the scattered electromagnetic field in terms of the components of the Hertz potentials. From the solutions of these differential equations together with Green's theorem, some suitable transformation, and the edge conditions, we formulate, in Secs. III and IV, pairs of simultaneous Fredholm integral equations of the second kind.

From a knowledge of the solution of these integral equations the scattered electromagnetic field can be calculated everywhere by performing simple integrations.

In Sec. V we express both the axial component of the scattered electric field on the axis of the two disks and the integral of this field along the axis between the two plates in terms of single integrals which involve the solution of the integral equations formulated in Secs. III and IV. These equations are solved iteratively for low frequencies and for large separations between the disks. These iterations are used to derive asymptotic expressions for both the electric field at the center of the dipole and the integral of the electric field along the axis between the two plates. For other frequencies and separations not too large compared with the disks' radii these two quantities are calculated numerically and graphed as a function of frequency for different sizes of the sensor and angles of the incident field.

## II. FORMULATION OF THE BOUNDARY CONDITIONS IN TERMS OF THE HERTZ POTENTIALS

The electromagnetic boundary conditions on two perfectly conducting, circular, coaxial disks will be invoked to derive and subsequently solve a set of ordinary differential equations for certain components of the Hertz potentials for the scattered field. The two disks taken to be infinitely thin are separated by a distance $2 d$ and their radii are denoted by $a_{+}$and $a_{-}$, respectively (see Fig. 1). In cylindrical coordinates, the locations $\Sigma_{ \pm}$of the two disks can be expressed mathematically in the following


FIG. 1. The geometry of the problem.
way: $\Sigma_{ \pm}=\left\{(\rho, \phi, z): 0 \leqslant \rho \leqslant a_{ \pm}, 0 \leqslant \phi \leqslant 2 \pi, z= \pm d\right\}$. We will calculate the scattered field when the two disks are illuminated by a plane, monochromatic wave. The har-monic-time dependence $\exp (-i \omega t)$ will be understood and suppressed throughout the paper.

It is convenient to assume that the incident field can be split into two separate fields: one with the magnetic field parallel to the disks and the other with the electric field parallel to the disks. The boundary-value problems for these two different incident fields can be treated separately and the solution for an arbitrary incident field may then be obtained by superposition. We will first treat the case where the incident magnetic field is parallel to the disks.

## A. Incident magnetic field parallel to the disks

Let the incident field be a plane wave such that

$$
\begin{align*}
& \mathrm{E}^{\mathrm{Inc}}=E_{0}^{\prime}(\hat{x} \cos \alpha+\hat{z} \sin \alpha) \exp (i k z \cos \alpha-i k x \sin \alpha)  \tag{1}\\
& \mathrm{H}^{\mathrm{tnc}}=E_{0}^{\prime} Z_{0}^{-1} \hat{y} \exp (i k z \cos \alpha-i k x \sin \alpha)
\end{align*}
$$

where $k=\omega / c, c$ being the vacuum speed of light and $Z_{0}$ the free-space wave impedance. The angle of incidence $\alpha$ is defined in Fig. 1. The scattered field can be determined from the magnetic and electric Hertz potentials, $\pi^{(m)}$ and $\pi^{(e)}$, as follows:

$$
\begin{aligned}
& \mathrm{E}^{\mathrm{sc}}=i \omega \nabla \times \pi^{(m)}+\nabla \times \nabla \times \pi^{(e)}, \\
& \mathrm{B}^{\mathrm{sc}}=\nabla \times \nabla \times \pi^{(m)}-i k c^{-1} \nabla \times \pi^{(e)},
\end{aligned}
$$

where $\pi^{(m)}$ and $\pi^{(e)}$ both satisfy the Helmholtz equation $\nabla^{2} \boldsymbol{\pi}+k^{2} \boldsymbol{\pi}=0$.

Let us now choose some suitable series representations for the components of the Hertz potentials. If these representations satisfy all the required conditions, i.e., the Helmholtz equation, the boundary conditions on $\Sigma_{ \pm}$, the edge conditions at the boundary of $\Sigma_{t}$, and the radiation condition at infinity, then, in view of the uniqueness of the solution of the electromagnetic scattering problem, the assumed representations are justified. Assume that the Hertz vectors for the scattered field can be represented in the following way:

$$
\begin{align*}
& \pi_{\rho}^{(m)}=E_{0}^{\prime}(i \omega)^{-1} \sum_{m=1}^{\infty} \xi_{m-1}(\rho, z) \sin m \phi \\
& \pi_{\phi}^{(m)}=E_{0}^{\prime}(i \omega)^{-1} \sum_{m=1}^{\infty} \xi_{m-1}(\rho, z) \cos m \phi  \tag{3}\\
& \pi_{z}^{(m)}=E_{0}^{\prime}(i \omega)^{-1} \sum_{m=1}^{\infty} \eta_{m}(\rho, z) \sin m \phi, \quad \pi^{(e)}=E_{0}^{\prime} \psi(\rho, z) \hat{z}
\end{align*}
$$

where $\xi_{m}$ and $\eta_{m}$ satisfy the differential equation

$$
\begin{equation*}
\left\{\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}-\frac{m^{2}}{\rho^{2}}+\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right\}_{n_{m}}^{\xi_{m}}=0 \tag{4}
\end{equation*}
$$

and $\psi$ satisfies (4) with $m=0$.
To determine the Hertz potentials for the scattered field on $\Sigma_{t}$, we will use the boundary conditions on the two disks,

$$
\begin{equation*}
E_{\rho}=E_{\rho}^{\mathrm{inc}}+E_{\rho}^{\mathrm{sc}}=0, \quad E_{\phi}=E_{\Phi}^{\mathrm{tnc}}+E_{\phi}^{\mathrm{sc}}=0, \quad \mathbf{r} \in \Sigma_{ \pm} . \tag{5}
\end{equation*}
$$

Expressing the incident field (1) in cylindrical coordinates, making use of the expressions (2)-(4) for the
scattered field, and invoking the boundary conditions (5), we derive three ordinary uncoupled differential equations for $\eta_{m}(\rho, z), \xi_{m}(\rho, z)$ which are valid on $\Sigma_{ \pm}$. A solution of these differential equations is given by

$$
\gamma_{m}^{ \pm}(\rho)=\eta_{m}(\rho, \pm d)=B_{m}^{ \pm} \rho^{m}+A_{m}^{ \pm} J_{m}(k \rho \sin \alpha),
$$

$$
\begin{align*}
\alpha_{m}^{ \pm}(\rho) & =\frac{\partial \xi_{m}}{\partial z}(\rho, \pm d) \\
& =(m+1) B_{m+1}^{ \pm} \rho^{m}+k \sin \alpha A_{m+1}^{ \pm} J_{m}(k \rho \sin \alpha)  \tag{6}\\
& \frac{\partial \psi}{\partial z}(\rho, \pm d)=B_{0}^{ \pm}-A_{0}^{ \pm} J_{0}(k \rho \sin \alpha)
\end{align*}
$$

where $0 \leqslant \rho \leqslant a_{ \pm}, A_{m}^{ \pm}=\epsilon_{m} i^{-m+1} k^{-1} \cot \alpha \exp ( \pm i k d \cos \alpha), \epsilon_{m}$ $=2, m \geqslant 1$, and $\epsilon_{0}=1$. Moreover, $B_{m}^{\star}$ are unknown constants of integration to be determined later from the edge conditions at $\rho=a_{ \pm}$, and $J_{m}(x)$ are Bessel functions of the first kind.
Having derived the expression (6) for the Hertz potentials of the scattered field when the incident magnetic field is parallel to the disks, we now go on to derive a corresponding expression when the incident electric field is parallel to the disks.

## B. Incident electric field parallel to the disks

Let the incident field be a plane wave such that

$$
\begin{equation*}
\mathrm{E}^{\mathrm{inc}}=E_{\mathrm{o}}^{\prime} \hat{y} \exp (i k z \cos \alpha-i k x \sin \alpha) \tag{7}
\end{equation*}
$$

In this case, the scattered field can be obtained from the magnetic Hertz potential alone,

$$
\begin{equation*}
\mathrm{E}^{\mathrm{sc}}=i \omega \nabla \times \pi^{(m)}, \quad \mathrm{B}^{\mathrm{sc}}=\nabla \times \nabla \times \pi^{(m)} \tag{8}
\end{equation*}
$$

and $\pi^{(m)}$ can be expanded in the following Fourier series:

$$
\begin{align*}
& \pi_{\rho}^{(m)}=E_{0}^{\prime \prime}(i \omega)^{-1} \sum_{m=1}^{\infty} \chi_{m-1}(\rho, z) \cos m \phi \\
& \pi_{\phi}^{(m)}=-E_{o}^{\prime \prime}(i \omega)^{-1} \sum_{m=1}^{\infty} \chi_{m-1}(\rho, z) \sin m \phi  \tag{9}\\
& \pi_{\varepsilon}^{(m)}=E_{0}^{\prime \prime}(i \omega)^{-1} \sum_{m=0}^{\infty} \tau_{m}(\rho, z) \cos m \phi
\end{align*}
$$

The boundary conditions (5) on $\Sigma_{ \pm}$, an expansion of the incident field (7) in cylindrical coordinates, and the expansions (8)-(9) of the scattered field enable us to derive the following expressions:

$$
\begin{align*}
& \tau_{m}^{ \pm}(\rho)=\tau_{m}(\rho, \pm d)=D_{m}^{ \pm} \rho^{m}+C_{m}^{ \pm} J_{m}(k \rho \sin \alpha), \\
& \beta_{m}^{ \pm}(\rho)=\frac{\partial \chi_{m}}{\partial z}(\rho, \pm d)=(m+1) D_{m+1}^{ \pm} \rho^{m}, \tag{10}
\end{align*}
$$

where $0 \leqslant \rho \leqslant a_{ \pm}, C_{m}^{ \pm}=\epsilon_{m} i^{-m+1}(k \sin \alpha)^{-1} \exp ( \pm i k d \cos \alpha)$, and $D_{m}^{ \pm}$are unknown constants to be determined later from the edge conditions at $\rho=a_{ \pm}$.

To sum up this section, the boundary conditions on the disks combined with a suitable choice of the form of the Hertz potential for the scattered field [(3) and (9)] have enabled us to derive the expressions (6) and (10) for the Hertz potentials on the disks. From these expressions and the scattered field being continuous off the disks and satisfying the Sommerfeld radiation condition, it is clear that $\eta_{m}, \tau_{m}, \partial \xi_{m} / \partial z$, and $\partial \chi_{m} / \partial z$ are continuous functions of $\rho$ and $z$ everywhere (including $\Sigma_{ \pm}$).

## III. REDUCTION OF THE SCATTERING PROBLEM TO INTEGRAL EQUATIONS

In this section, we will reduce the electromagnetic boundary -value problem of scattering from two circular disks to the solution of Fredholm integral equations of the second kind. In deriving these integral equations we will make use of the boundary conditions derived in the previous section for the Hertz potentials. Once the solution of these integral equations are found, the scattered field can be obtained from a simple integration. We will start with the derivation of integral equations for $\tau_{m}(\rho, z)$ and $\tau_{m}(\rho, z)$, and then for $\xi_{m}(\rho, z), \chi_{m}(\rho, z)$, and $\psi(\rho, z)$.

## A. Integral equations for $\eta_{m}(\rho, z)$ and $\tau_{m}(\rho, z)$

By applying the Green's theorem to the function $\eta_{m}(\rho, z) \exp (i m \phi)$ in the region outside the disks and observing that this function is a continuous function of $z$ on $\Sigma_{\neq}$and that it satisfies the radiation condition at infinity we arrive, after some algebraic manipulations, at the following integral expression:

$$
\begin{align*}
& \eta_{m}(\rho, z) \\
& \quad=\frac{1}{2} \int_{0}^{a}+\int_{0}^{\infty} p w^{-1} J_{m}(p \rho) J_{m}\left(p \rho^{\prime}\right) \exp (-w|z-d|) \rho^{\prime} y^{+}\left(\rho^{\prime}\right) d \rho^{\prime} d p \\
& \quad+\frac{1}{2} \int_{0}^{a-} \int_{0}^{\infty} p w^{-1} J_{m}(p \rho) J_{m}\left(p \rho^{\prime}\right) \exp (-w|z+d|) \\
& \quad \times \rho^{\prime} y^{-}\left(\rho^{\prime}\right) d \rho^{\prime} d p \tag{11}
\end{align*}
$$

where $w=\left(p^{2}-k^{2}\right)^{1 / 2}, p>k$, and $w=-i\left(k^{2}-p^{2}\right)^{1 / 2}, p<k$. The path of integration in (11) is along the real axis in the complex $p$ plane and with a downward indentation at $p=k$. Moreover, $y_{m}^{+}\left(y_{m}^{-}\right)$is the discontinuity at $z=d$ $(z=-d)$ of $\partial \eta_{m} / \partial z$, i.e.,

$$
\begin{equation*}
y_{m}^{+}(\rho)=\lim _{\epsilon \rightarrow 0_{+}} \frac{\partial \eta_{m}}{\partial z}(\rho, d-\epsilon)-\frac{\partial \eta_{m}}{\partial z}(\rho, d+\epsilon) \tag{12}
\end{equation*}
$$

Substituting into (11) the expression (6) for $\eta_{m}(\rho, z)$ on $\Sigma_{ \pm}$, we arrive at the following set of coupled integral equations of the first kind for $y_{m}^{ \pm}(\rho)$ :

$$
\begin{align*}
& \int_{0}^{a_{+}} K_{m}\left(\rho, \rho^{\prime}, 0\right) \rho^{\prime} y_{m}^{+}\left(\rho^{\prime}\right) d \rho^{\prime}+\int_{0}^{a_{-}} K_{m}\left(\rho, \rho^{\prime}, 2 d\right) \rho^{\prime} y_{m}^{-}\left(\rho^{\prime}\right) d \rho^{\prime} \\
& \quad=\eta_{m}^{+}(\rho), \quad 0 \leqslant \rho \leqslant a_{+}, \\
& \int_{0}^{a_{+}} K_{m}\left(\rho, \rho^{\prime}, 2 d\right) \rho^{\prime} y_{m}^{+}\left(\rho^{\prime}\right) d \rho^{\prime}+\int_{0}^{a_{-}} K_{m}\left(\rho, \rho^{\prime}, 0\right) \rho^{\prime} y_{m}^{-}\left(\rho^{\prime}\right) d \rho^{\prime}  \tag{13}\\
& \quad=\eta_{m}(\rho), \quad 0 \leqslant \rho \leqslant a_{-},
\end{align*}
$$

where

$$
K_{m}\left(\rho, \rho^{\prime}, z\right)=\frac{1}{2} \int_{0}^{\infty} p w^{-1} J_{m}(p \rho) J_{m}\left(p \rho^{\prime}\right) \exp (-w|z|) d p
$$

and the functions $\eta_{m}^{ \pm}(\rho)$ are defined by (6).
The kernel, $K_{m}\left(\rho, \rho^{\prime}, 0\right)$, in (13) has a logarithmic singularity at $\rho^{\prime}=\rho$. A general procedure for transforming a certain class of one-dimensional integral equations into a set of Fredholm integral equations of the second kind has been developed in Ref. 4. An extension of this method shows that we can obtain the solution of (13) from the integral expression

$$
\begin{align*}
y_{m}^{ \pm}(\rho)= & -\frac{2}{\pi} \rho^{m-1} \frac{d}{d \rho} \int_{\rho}^{a_{1}}\left(u^{2}-\rho^{2}\right)^{-1 / 2} \\
& \times \cosh \left[k\left(u^{2}-\rho^{2}\right)^{1 / 2}\right] u^{1-m} Y_{m}^{\ddagger}(u) d u \tag{14}
\end{align*}
$$

provided that the functions $Y_{m}^{ \pm}(u)$ satisfy the following set
of Fredholm integral equations of the second kind:
$Y_{m}^{+}(u)+\int_{0}^{a_{+}} L_{m}(u, v) Y_{m}^{+}(v) d v+\int_{0}^{a_{-}} M_{m}(u, v) Y_{m}^{-}(v) d v=F_{m}^{+}(u)$, $0 \leqslant u \leqslant a_{+}$,
$Y_{m}^{-}(u)+\int_{0}^{a_{+}} M_{m}(u, v) Y_{m}^{+}(v) d v+\int_{0}^{a} L_{m}(u, v) Y_{m}^{-}(v) d v=F_{m}^{-}(u)$,
$0 \leqslant u \leqslant a_{-}$.
The kernels $L_{m}(u, v), M_{m}(u, v)$ and the right-hand side $F_{m}^{\ddagger}(u)$ in (15) are given by the integral expressions $L_{m}^{m}(u, v)=L\left(u, v ; m, m-\frac{1}{2}\right), M_{m}(u, v)=M\left(u, v ; m, m-\frac{1}{2}\right)$, where
$L(u, v ; m, \nu)=(u v)^{1 / 2} \int_{0}^{\infty} w^{1-2 m}\left[\left(k^{2}+w^{2}\right)^{m}-w^{2 m}\right] J_{\nu}(w u) J_{\nu}(w v) d w$

$$
\begin{equation*}
+i(u v)^{1 / 2} \int_{0}^{k} w^{1-2 m}\left(k^{2}-w^{2}\right)^{m} I_{\nu}(w u) I_{\nu}(w v) d w, \tag{16}
\end{equation*}
$$

$M(u, v ; m, \nu)=(u v)^{1 / 2} \int_{0}^{\infty} p^{2 m+1} w^{-2 m} J_{\nu}(w u) J_{\nu}(w v) \exp (-2 w d) d p$, and

$$
\begin{align*}
F_{m}^{ \pm}(u)= & 2 u^{-m} \frac{d}{d u} \int_{0}^{u}\left(u^{2}-\rho^{2}\right)^{-1 / 2} \cosh \left[k\left(u^{2}-\rho^{2}\right)^{1 / 2}\right] \\
& \times \rho^{m+1} \eta_{m}^{ \pm}(\rho) d \rho \tag{17}
\end{align*}
$$

Thus, the functions $\eta_{m}(\rho, z)$ can readily be calculated from the integral expressions (11) and (14) once we have obtained the solution of (15). In this sense we have reduced the problem of finding $\eta_{m}(\rho, z)$ to solving a Fredholm integral equation of the second kind. An alternative form for the kernels in (15) is derived in Ref. 4.

We will now go on to show how the methods described above can be used to determine $\tau_{m}(\rho, z)$. Let $t_{m}^{ \pm}(\rho)$ denote the discontinuity of $\partial \tau_{m} / \partial z$ on $\Sigma_{ \pm}[c f .(12)]$. A procedure analagous to the one used to determine $\eta_{m}(\rho, z)$ shows that one can obtain $t_{m}^{ \pm}(\rho)$ from (14)-(17) by making the following substitutions in those equations: $y_{m}^{ \pm}(\rho) \rightarrow t_{m}^{ \pm}(\rho)$, $Y_{m}^{ \pm}(u) \rightarrow T_{m}^{ \pm}(u)$, and $\eta_{m}^{ \pm}(\rho) \rightarrow \tau_{m}^{ \pm}(\rho)$, where $\tau_{m}^{ \pm}(\rho)$ is given by (10). The functions $\tau_{m}(\rho, z)$ can then be determined from (11) by making the substitutions $\eta_{m}(\rho, z) \rightarrow \tau_{m}(\rho, z)$ and $y_{m}^{ \pm}(\rho) \rightarrow t_{m}^{ \pm}(\rho)$.
Having derived two sets of Fredholm integral equations of the second kind for $\eta_{m}(\rho, z)$ and $\tau_{m}(\rho, z)$ we will now derive similar integral equations, the solutions of which give $\xi_{m}(\rho, z), \chi_{m}(\rho, z)$, and $\psi(\rho, z)$.

## B. Integral equations for $\xi_{m}(\rho, z), \chi_{m}(\rho, z)$, and $\psi(\rho, z)$

In deriving integral equations for $\xi_{m}(\rho, z), \chi_{m}(\rho, z)$, and $\psi(\rho, z)$ we first note that $\partial \xi_{m} / \partial z, \partial \chi_{m} / \partial z$, and $\partial \psi / \partial z$ are continuous functions for all values of $z$. Next, we let $x_{m}^{\ddagger}(\rho)$ denote the discontinuity of $\xi_{m}(\rho, z)$ on $\Sigma_{ \pm}$, i.e.,

$$
\begin{equation*}
x_{m}^{ \pm}(\rho)=\lim _{\epsilon \rightarrow 0}\left[\xi_{m}(\rho, d-\epsilon)-\xi_{m}(\rho, d+\epsilon)\right] . \tag{18}
\end{equation*}
$$

From the Green's theorem we can then derive the following set of differential-integral equations for $x_{m}^{ \pm}(\rho)$ :

$$
\begin{aligned}
& L \int_{0}^{a}+K_{m}\left(\rho, \rho^{\prime}, 0\right) \rho^{\prime} x_{m}^{+}\left(\rho^{\prime}\right) d \rho^{\prime}+L \int_{0}^{a}-K_{m}\left(\rho, \rho^{\prime}, 2 d\right) \rho^{\prime} x_{m}^{-}\left(\rho^{\prime}\right) d \rho^{\prime} \\
& \quad=-\alpha_{m}^{+}(\rho), \quad 0 \leqslant \rho \leqslant a_{+}, \\
& L \int_{0}^{a_{+}} K_{m}\left(\rho, \rho^{\prime}, 2 d\right) \rho^{\prime} x_{m}^{+}\left(\rho^{\prime}\right) d \rho^{\prime}+L \int_{0}^{a}-K_{m}\left(\rho, \rho^{\prime}, 0\right) \rho^{\prime} x_{m}^{-}\left(\rho^{\prime}\right) d \rho^{\prime} \\
& \quad=-\alpha_{m}^{-}(\rho), \quad 0 \leqslant \rho \leqslant a_{-},
\end{aligned}
$$

where the differential operator $L$ is given by $L=d^{2} / d \rho^{2}$
$+\rho^{-1} d / d \rho-m^{2} \rho^{-2}+k^{2}$ and the functions $K_{m}\left(\rho, \rho^{\prime}, z\right)$ and $\alpha_{m}^{ \pm}(\rho)$ are defined by (13) and (7), respectively. A transformation similar to the one used in transforming (13) into the set of equations (14)-(15) enables us to transform (19) into the following set of integral equations ${ }^{4}$ :

$$
\begin{align*}
x_{m}^{ \pm}(\rho)= & -\frac{2}{\pi} \rho^{m} \int_{\rho}^{a_{ \pm}}\left(u^{2}-\rho^{2}\right)^{-1 / 2} \cosh \left[k\left(u^{2}-\rho^{2}\right)^{1 / 2}\right] \\
& \times u^{-m} X_{m}^{ \pm}(u) d u, \tag{20}
\end{align*}
$$

where the functions $X_{m}^{ \pm}(u)$ satisfy the set of Fredholm integral equations of the second kind:
$X_{m}^{+}(u)+\int_{0}^{a_{+}} U_{m}(u, v) X_{m}^{+}(v) d v+\int_{0}^{a}-P_{m}(u, v) X_{m}^{-}(v) d v=G_{m}^{+}(u)$,
$0 \leqslant u \leqslant a_{+}$,
$X_{m}^{-}(u)+\int_{0}^{a_{+}} P_{m}(u, v) X_{m}^{+}(v) d v+\int_{0}^{a_{-}} U_{m}(u, v) X_{m}^{-}(v) d v=G_{m}^{-}(u)$, $0 \leqslant u \leqslant a_{\text {- }}$.
The kernels in (21) are given by the expressions, cf. (16), $U_{m}(u, v)=L\left(u, v ; m, m+\frac{1}{2}\right)$ and $P_{m}(u, v)=M(u, v$; $m, m+\frac{1}{2}$ ), and the right-hand side has the following integral representation:
$G_{m}^{ \pm}(u)=u^{-m-1} \frac{d}{d u} \int_{0}^{u}\left(u^{2}-\rho^{2}\right)^{-1 / 2} \cosh \left[k\left(u^{2}-\rho^{2}\right)^{1 / 2}\right] g_{m}^{ \pm}(\rho) d \rho$, where

$$
\begin{equation*}
g_{m}^{ \pm}(\rho)=B_{m+1}^{ \pm} \rho^{2 m+3}+2 A_{m+1}^{ \pm} \rho^{m+2} J_{m+1}(k \rho \sin \alpha) \tag{22}
\end{equation*}
$$

Similarly, to determine $\chi_{m}(\rho, z)$ we denote the discontinuity of this function on $\Sigma_{ \pm}$by $w_{m}^{ \pm}(\rho)$ [cf. (18)] and $w_{m}^{ \pm}(\rho)$ can be obtained from (20)-(21) by making the following substitutions into those equations: $x_{m}^{ \pm}(\rho) \rightarrow w_{m}^{ \pm}(\rho), X_{m}^{ \pm}(u) \rightarrow$ $W_{m}^{ \pm}(u)$, and $g_{m}^{ \pm}(\rho) \rightarrow h_{m}^{ \pm}(\rho)$, where $h_{m}^{ \pm}(\rho)=D_{m+1}^{ \pm} \rho^{2 m+3}$. After evaluating the expression (20) with the solution of (21) the functions $\xi_{m}(\rho, z)$ and $\chi_{m}(\rho, z)(m \geqslant 0)$ can be calculated from (11) if we make the following substitutions in (11): $(\partial / \partial z) \eta_{m}(\rho, z) \rightarrow \xi_{m}(\rho, z), y_{m}^{ \pm}(\rho) \rightarrow x_{m}^{ \pm}(\rho)$ and $(\partial / \partial z) \eta_{m}(\rho, z) \rightarrow \chi_{m}(\rho, z), y_{m}^{ \pm}(\rho) \rightarrow w_{m}^{ \pm}(\rho)$, respectively.

It now remains to determine $\psi(\rho, z)$. To this end we note that $\partial \psi / \partial z$ is continuous on $\Sigma_{ \pm}$and we denote the discontinuity of $\psi(\rho, z)$ on $\Sigma_{ \pm}$by $z_{ \pm}(\rho)$ [cf. (18)]. The functions $z_{t}(\rho)$ can be obtained from (20) by putting $m=0$ in
(20)-(22) and also substitute into those equations the following expressions: $x_{0}^{\ddagger}(\rho) \rightarrow z_{ \pm}(\rho), X_{0}^{\ddagger}(u) \rightarrow Z_{ \pm}(u)$, and $g_{0}^{ \pm}(\rho) \rightarrow B_{0}^{ \pm} \rho^{3}-2(k \sin \alpha)^{-1} A_{0}^{ \pm} \rho^{2} J_{1}(k \rho \sin \alpha)$. Thus, we have reduced the problem of finding $\psi(\rho, z)$ to the solution of the integral equation (21). It should also be pointed out here that for $m=0$ we have the following explicit representations of the kernels and the right-hand side in (21):

$$
\begin{aligned}
& U_{0}(u, v)=N_{1}(u-v)-N_{1}(u+v), \\
& N_{1}(u)=(i \pi u)^{-1} \sinh (k u), \\
& P_{0}(u, v)=N_{2}(u-v)-N_{2}(u+v), \\
& N_{2}(u)=\pi^{-1} \exp (2 i k d)[2 d \cosh (k u)+i u \sinh (k u)] /\left(u^{2}+4 d^{2}\right), \\
& G_{0}^{ \pm}(u)=2 k^{-1} B_{0}^{ \pm} \sinh (k u)-2(k \cos \alpha)^{-1} A_{0}^{ \pm} \sinh (k u \cos \alpha) .
\end{aligned}
$$

We have now completed our derivation of Fredholm integral equations of the second kind the solutions of which give the Hertz potentials of the scattered field. As we have seen in Sec. II, it still remains to determine some unknown constants of integration. These constants can be determined from the edge conditions, and in the
next section we will formulate these conditions mathematically in terms of constraints on the solution of the integral equations (15) and (21).

## IV. DETERMINATION OF THE UNKNOWN CONSTANTS FROM THE EDGE CONDITIONS

The surface current densities $\mathrm{i}^{ \pm}(\rho, \phi)$ on $\Sigma_{ \pm}$can be determined from the discontinuity of the tangential component of the scattered magnetic field since the incident electromagnetic field is continuous everywhere. In the case where the incident magnetic field is parallel to the disks, the expansions of $i_{\rho}^{ \pm}(\rho, \phi)$ in a Fourier series,

$$
\begin{equation*}
i_{\rho}^{ \pm}(\rho, \phi)=\sum_{m=0}^{\infty} i_{\rho m}^{ \pm}(\rho) \cos m \phi, \tag{24}
\end{equation*}
$$

combined with Eqs. (2), (3), (12), (14), and (20) give
$i_{\rho 0}^{ \pm}=\left(k E_{0} / i \pi Z_{0}\right) /\left[a_{ \pm}\left(a_{ \pm}-\rho\right) / 2\right]^{1 / 2} Z_{ \pm}\left(a_{ \pm}\right)+O\left[\left(a_{ \pm}-\rho\right)^{1 / 2}\right]$,

$$
\begin{align*}
i_{\rho m}^{ \pm}= & \left(m E_{0} / i \omega \mu_{0} \pi a_{ \pm}\right) /\left[a_{ \pm}\left(a_{ \pm}-\rho\right) / 2\right]^{1 / 2}\left[Y_{m}^{ \pm}\left(a_{ \pm}\right)-X_{m-1}^{ \pm}\left(a_{ \pm}\right)\right] \\
& +O\left[\left(a_{ \pm}-\rho\right)^{1 / 2}\right], \quad m \geqslant 1, \tag{25}
\end{align*}
$$

as $\rho \rightarrow a_{ \pm}$. Thus, the edge conditions demand that

$$
\begin{equation*}
Z_{ \pm}\left(a_{ \pm}\right)=0, \quad Y_{m}^{ \pm}\left(a_{ \pm}\right)=X_{m-1}^{ \pm}\left(a_{ \pm}\right), \quad m \geqslant 1, \tag{26}
\end{equation*}
$$

and from (26) we can determine the constants of integration $B_{m}^{ \pm}, m \geqslant 0$, in (6).

Similarly, in the case where the incident field is parallel to the disks, the edge conditions imply that

$$
\begin{equation*}
T_{m}^{ \pm}\left(a_{ \pm}\right)=W_{m-1}^{ \pm}\left(a_{ \pm}\right), \quad m \geqslant 1 . \tag{27}
\end{equation*}
$$

Again, (27) gives us the relationship that is needed to determine the constants $D_{m}^{ \pm}, m \geqslant 0$, in (10). We wish to point out in passing that the edge condition for $i_{\phi}^{\ddagger}(\rho, \phi)$ is automatically satisfied by the conditions (26) and (27).

We have now concluded the reduction of the boundaryvalue problem of electromagnetic scattering from two circular, coaxial disks to the mathematical problem of solving two sets of Fredholm integral equations of the second kind. In the next section we will use the solution of these integral equations to calculate the fields along the axis of the two disks.

## V. THE ELECTRIC FIELD ON THE AXIS OF THE DISKS

The electric field on the axis of the two disks is given by, cf. (1)-(3),

$$
\begin{equation*}
E_{z}(z)=E_{z}^{\mathrm{tnc}}(z)+E_{0}^{r} e(z), \quad e(z)=\frac{\partial^{2}}{\partial z^{2}} \psi(0, z)+k^{2} \psi(0, z), \tag{28}
\end{equation*}
$$

where

$$
\psi(\rho, z)=\psi^{+}(\rho, z)+\psi^{-}(\rho, z)
$$

and

$$
\begin{equation*}
\psi^{ \pm}(\rho, z)=\frac{\partial}{\partial z} \int_{\Sigma_{ \pm}} G\left(\rho, \rho^{\prime}, \phi, z \mp d\right) \rho^{\prime} z_{ \pm}\left(\rho^{\prime}\right) d \rho^{\prime} d \phi . \tag{29}
\end{equation*}
$$

Some manipulations on (29) together with the Sonine's second integral ${ }^{10}$ give

$$
\begin{align*}
\psi^{ \pm}(\rho, z)= & (2 \pi i)^{-1} \operatorname{sgn}( \pm d-z) \\
& \times \int_{0}^{a_{ \pm}}\left[L^{ \pm}(\rho, z, d, u)-L^{ \pm}(\rho, z, d,-u)\right] Z_{ \pm}(u) d u, \tag{30}
\end{align*}
$$

where

$$
\begin{aligned}
L^{ \pm}(\rho, z, d, u)= & \exp \left\{i k\left[\rho^{2}+(|z \mp d|-i u)^{2}\right]^{1 / 2}\right\} \\
& \times\left[\rho^{2}+(|z \mp d|-i u)^{2}\right]^{-1 / 2},
\end{aligned}
$$

$\operatorname{sgn}(x)=1(-1)$ for $x>0(<0)$, and the real part of the square root is positive. From the integral equation (21) it is easy to see that $Z_{ \pm}(u)=O(u)$ as $u \rightarrow 0$, so that the integral in (30) exists for all values of $\rho$ and $z$. We also note that the expression (30) satisfies the $\phi$-independent wave equation off the disks. The electric field on the axis of the disks can be obtained by differentiating (30). In order to obtain expressions more suitable for numerical calculations, we proceed as follows: suppose $Z_{t}^{\prime}(u)$ and $Z_{ \pm}^{\prime \prime}(u)$ are differentiable twice. Integrating (30) by parts and keeping in mind that $Z_{ \pm}\left(a_{ \pm}\right)=Z_{ \pm}(0)=0$, we get

$$
\begin{align*}
\frac{d^{2} \psi}{d z^{2}}(\rho, z)= & (2 \pi i)^{-1} \operatorname{sgn}( \pm d-z) \\
& \times\left[L^{ \pm}\left(\rho, z, d, a_{ \pm}\right)-L^{ \pm}\left(\rho, z, d,-a_{ \pm}\right)\right] Z_{ \pm}^{\prime}\left(a_{ \pm}\right) \\
& -(2 \pi i)^{-1} \operatorname{sgn}( \pm d-z) \\
& \times \int_{0}^{a_{ \pm}}\left[L^{ \pm}(\rho, z, d, u)-L^{ \pm}(\rho, z, d,-u)\right] Z_{ \pm}^{\prime \prime}(u) d u \tag{31}
\end{align*}
$$

where the prime denotes differentiation with respect to $u$. The functions $Z_{f}^{\prime}(u)$ and $Z_{t}^{\prime \prime}(u)$ satisfy the integral equations

$$
\begin{aligned}
Z_{+}^{\prime}(u) & +\int_{0}^{a_{+}}\left[N_{1}(u-v)+N_{1}(u+v)\right] Z_{+}^{\prime}(v) d v \\
& +\int_{0}^{a_{-}}\left[N_{2}(u-v)+N_{2}(u+v)\right] Z_{-}^{\prime}(v) d v=G_{0}^{+\prime}(u), \\
0 & \leqslant u \leqslant a_{+}, \\
Z_{-}^{\prime}(u) & +\int_{0}^{a_{+}}\left[N_{2}(u-v)+N_{2}(u+v)\right] Z_{+}^{\prime}(v) d v \\
& +\int_{0}^{a_{-}}\left[N_{1}(u-v)+N_{1}(u+v)\right] Z_{-}^{\prime}(v) d v=G_{0}^{-\prime}(u), \\
0 & \leqslant u \leqslant a_{-},
\end{aligned}
$$

and

$$
\begin{align*}
Z_{+}^{\prime \prime}(u) & +\int_{0}^{a_{+}}\left[N_{1}(u-v)-N_{1}(u+v)\right] Z_{+}^{\prime \prime}(v) d v \\
& +\int_{0}^{a}-\left[N_{2}(u-v)-N_{2}(u+v)\right] Z_{-}^{\prime \prime}(v) d v=Q^{+}(u) \\
& 0 \leqslant u \leqslant a_{+} \tag{33}
\end{align*}
$$

$$
\begin{aligned}
Z_{-}^{\prime \prime}(u) & +\int_{0}^{a_{+}}\left[N_{2}(u-v)-N_{2}(u+v)\right] Z_{+}^{\prime \prime}(v) d v \\
& +\int_{0}^{a_{-}}\left[N_{1}(u-v)-N_{1}(u+v)\right] Z_{-}^{\prime \prime}(v) d v=Q^{-}(u) \\
& 0 \leqslant u \leqslant a_{-}
\end{aligned}
$$

where

$$
\begin{aligned}
Q^{ \pm}(u)= & G_{0}^{ \pm \prime \prime}(u)+\left[N_{1}\left(u+a_{ \pm}\right)-N_{1}\left(u-a_{ \pm}\right)\right] Z_{ \pm}^{\prime}\left(a_{ \pm}\right) \\
& +\left[N_{2}\left(u+a_{\mp}\right)-N_{2}\left(u-a_{\mp}\right)\right] Z_{\mp}^{\prime}\left(a_{\mp}\right)
\end{aligned}
$$

and $N_{1}(u), N_{2}(u)$, and $G_{0}^{ \pm}(u)$ are defined by (23). We note that the only difference between the set of integral equations for $Z_{ \pm}(u)$ and that for $Z_{ \pm}^{\prime \prime}(u)$ is in the right-hand side.

The scattered electric field on the axis of the disks can be cast into the following form for $-d<z<d$,

$$
\begin{align*}
e(z)= & \pi^{-1} \exp [i k(d-z)] \int_{0}^{a_{+}} N^{+}(z, u)\left[k^{2} Z_{+}(u)-Z_{+}^{\prime \prime}(u)\right] d u \\
& +\pi^{-1} \exp [i k(d-z)] N^{+}\left(z, a_{+}\right) Z_{+}^{\prime}\left(a_{+}\right) \\
& -\pi^{-1} \exp [i k(d+z)] \int_{0}^{a_{-}} N^{-}(z, u)\left[k^{2} Z_{-}(u)-Z_{-}^{\prime \prime}(u)\right] d u \\
& -\pi^{-1} \exp [i k(d+z)] N^{-}\left(z, a_{-}\right) Z_{-}^{\prime}\left(a_{-}\right) \tag{34}
\end{align*}
$$

where
$N^{ \pm}(z, u)=[u \cosh (k u)+i(z \pm d) \sinh (k u)] /\left[u^{2}+(z \mp d)^{2}\right]$.
Another quantity of interest is $v(d)$, given by

$$
\begin{aligned}
v(d) & \equiv E_{0}^{-1} \int_{-d}^{d} E_{z}(z) d z \\
& =2 k^{-1} \tan \alpha \sin (k d \sin \alpha)+\left[Z_{+}^{\prime}(0)-Z_{( }^{\prime}(0)\right] / 2
\end{aligned}
$$

$$
-\int_{0}^{a_{+}}\left[N_{1}(u)+N_{2}(u)\right] Z_{+}^{\prime}(u) d u
$$

$$
+\int_{0}^{a}-\left[N_{1}(u)+N_{2}(u)\right] Z_{-}^{\prime}(u) d u
$$

$$
+(2 \pi i)^{-1} k^{2} \int_{0}^{a_{+}} K(u) Z_{+}(u) d u
$$

$$
\begin{equation*}
-(2 \pi i)^{-1} k^{2} \int_{0}^{a} K(u) Z_{-}(u) d u \tag{35}
\end{equation*}
$$

where

$$
\begin{aligned}
K(u)= & E_{1}(k u-2 i k d)-E_{1}(k u)+E_{1}(-k u-i 0) \\
& -E_{1}(-k u-2 i k d)
\end{aligned}
$$

and $E_{1}(\zeta)$ is the exponential integral. ${ }^{11}$ Equations (34) and (35) are suitable for numerical treatment.

We will now discuss the solutions of the integral equations for $Z_{ \pm}(u), Z_{ \pm}^{\prime}(u)$, and $Z_{ \pm}^{\prime \prime}(u)$. The kernels of these integral equations are small when the normalized wavenumber of the incident wave is small and the distance between the two plates is sufficiently large, i.e., when $\beta=k a \ll 1$ and $\eta(=k d)$ is of order unity. In this case an iterative solution of the integral equations can be obtained. For the special but important case where $a_{+}=a_{-}=a$ this iterative solution gives

$$
\begin{align*}
E_{z}(0)= & E_{o}^{\prime}[\sin \alpha+2 \sin 2 \alpha \sin (\eta \cos \alpha) \\
& \left.\times e^{i \eta \beta^{5}}\left(\eta^{4}+i \eta^{3}-\eta^{2}-2\right) /\left(45 \pi \eta^{6}\right)\right]+O\left(\beta^{7}\right) \tag{36}
\end{align*}
$$

$$
\begin{aligned}
v(d)= & d \eta^{-1} \sin (2 \alpha) \sin \left(\eta_{1} \cos \alpha\right) \\
& \times\left[\cos ^{-2} \alpha-\beta^{2} / 6+\beta^{4}\left(11+6 \cos ^{2} \alpha\right) / 360\right]+O\left(\beta^{6}\right)
\end{aligned}
$$

For other frequencies and when the separation between the two plates is not large the integral equations can not be solved analytically. In this case we solved the integral equations for $Z_{ \pm}(u), Z_{ \pm}^{\prime}(u)$, and $Z_{ \pm}^{\prime \prime}(u)$ numerically for $a_{+}=a_{-}=a, 0<k a<10, d / a=0.1,0.05,0.02$, and $\alpha=18^{\circ}, 36^{\circ}, 54^{\circ}, 72^{\circ}$. From these numerical solutions we then, by simple integrations, calculated $e(0)$ and $v(d)$ from (34) and (35). The results of these calculations are shown in Figs. 2 and 3. In these figures we have used the normalized quantities $e^{\prime}=1+e(0) / \sin \theta$ and $v^{\prime}=v(d) /$ $(2 d \sin \alpha)$. Figure 2 shows $e^{\prime}$ as a function of $k a$ with $d / a$ as a parameter for different values of $\alpha$. It was found that the curves for $v^{\prime}$ are very similar to those for $e^{\prime}$. Therefore, the difference quantity $e^{\prime}-v^{\prime}$ is plotted in Fig. 3 as a function of $k a$ with $d / a=0.1,0.05$. For $d / a=0.02$ the difference between $e^{\prime}$ and $v^{\prime}$ is negligible, and hence the corresponding curves are omitted in the


FIG. 2. The normalized electric field at the center of the two disks.
figures. It was found numerically that for $k a<1$ we have $\left|e^{\prime}\right| \approx 1-k^{2} a^{2} \cos ^{2} \alpha / 6$. To conclude this section, we wish to point out that $e^{\prime}=v^{\prime}=1$ for $\alpha=90^{\circ}$, and $E_{z}(0, z)=0$ for $\alpha=0^{\circ}$, as expected.

## VI. THE SCATTERED FAR FIELD

In this section we will express the scattered far field and the total scattered power in terms of the solutions of the integral equations (15) and (21). To this end we will first find a far-field expression for the scattered Hertz potentials and then use these expressions to find the scattered electric and magnetic far fields. We will first treat the case where the incident magnetic field is parallel to the disks. The case where the incident electric field is parallel to the disks is then treated in an analogous manner.

From the Green's theorem we can derive the following far -field representation of $\eta_{m}^{ \pm}(\rho, z)$,

$$
\begin{align*}
& \eta_{m}^{ \pm}(r \sin \theta, r \cos \theta) \sim(4 \pi r)^{-1} \exp (i k r) \exp (\mp i k d \cos \theta) \\
& \quad \times \int_{0}^{a_{ \pm}} \rho^{\prime} J_{m}\left(k \rho^{\prime} \sin \theta\right) y_{m}^{ \pm}\left(\rho^{\prime}\right) d \rho^{\prime} \tag{37}
\end{align*}
$$

where ( $r, \theta, \phi$ ) are the spherical coordinates (see Fig. 1). Substituting the expression (14) for $y_{m}^{ \pm}(\rho)$ into (37) and using the Sonine formula, we get, after some algebraic manipulations,

$$
\begin{equation*}
\eta_{m}^{ \pm} \sim \frac{1}{\sqrt{\pi}} \frac{\exp (i k r)}{k r} Q_{m}^{ \pm}(\theta, k) \tag{38}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{m}^{ \pm}(\theta, k)= & (4 \pi)^{-1} k \sqrt{2 \cos \theta} \exp (\mp i k d \cos \theta) \tan ^{m} \theta \\
& \times \int_{0}^{a_{ \pm}} I_{m-1 / 2}(k u \cos \theta) Y_{m}^{ \pm}(u) d u \tag{39}
\end{align*}
$$

Similarly, one can derive the following far-field expressions:

$$
\begin{equation*}
\xi_{m}^{ \pm} \sim \frac{-i}{\sqrt{\pi}} \frac{\exp (i k r)}{k r} R_{m}^{ \pm}(\theta, k), \quad \psi^{ \pm} \sim \frac{-i}{\sqrt{\pi}} \frac{\exp (i k r)}{k r} S^{ \pm}(\theta, k) \tag{40}
\end{equation*}
$$

where

$$
\begin{align*}
R_{m}^{ \pm}(\theta, k)= & (4 \pi)^{-1} k \sqrt{2 \cos \theta} \exp (\mp i k d \cos \theta) \tan ^{m} \theta \\
& \times \int_{0}^{a_{ \pm}} I_{m+1 / 2}(k u \cos \theta) X_{m}^{ \pm}(u) d u \tag{41}
\end{align*}
$$

and $S^{ \pm}(\theta, k)$ is obtained from (41) by making the substitutions $m=0, Z_{ \pm} \rightarrow X_{m}^{ \pm}$, and $S^{ \pm} \rightarrow R_{m}^{ \pm}$in this equation.


(c)

FIG. 3. The difference quantity $\left|e^{\prime}-v^{\prime}\right|$.

The scattered electromagnetic field can now be obtained from (2), (3), (38), and (39):
$E_{\theta}^{s c} \sim E_{0}^{\prime} \frac{\exp (i k r)}{r \sqrt{\pi}} \sum_{m=1}^{\infty}\left[R_{m-1}^{\prime}(\theta, k) \cos m \phi+i k \sin \theta S^{\prime}(\theta, k)\right]$,
$E_{\phi}^{\mathrm{sc}} \sim E_{0}^{\prime} \frac{\exp (i k r)}{r \sqrt{\pi}} \sum_{m=1}^{\infty}\left[\cos \theta R_{m-1}^{\prime}(\theta, k)\right.$
$\left.-i \sin \theta Q_{m}^{\prime}(\theta, k)\right] \sin m \phi$,
$H_{\theta}=-Z_{0}^{-1} E_{\varphi}, \quad H_{\phi}=Z_{0}^{-1} E_{\theta}$,
where $R_{m}^{\prime}=R_{m}^{+}+R_{m}^{-}$and, similarly, for $Q_{m}^{\prime}$ and $S^{\prime}$.
The total scattered power $P^{\prime}$ is given by

$$
\begin{align*}
P^{\prime}= & Z_{0}^{-1} \int\left(\left|E_{\theta}\right|^{2}+\left|E_{\phi}\right|^{2}\right) r^{2} \sin \theta d \theta d \phi \\
= & E_{0}^{\prime 2} Z_{0}^{-1} \int_{-\mathrm{r}}^{r}\left[2 k^{2} \sin ^{2} \theta\left|S^{\prime}\right|^{2}+\sum_{m=1}^{\infty}\left(\left|R_{m-1}^{\prime}\right|^{2}\right.\right. \\
& \left.\left.+\left|\cos \theta R_{m-1}^{\prime}+i \sin \theta Q_{m}^{\prime}\right|^{2}\right)\right] \sin \theta d \theta \tag{43}
\end{align*}
$$

Similarly, when the incident electric field is parallel to the disks we obtain the following expressions:


(b)

(d)
$E_{\phi}^{\mathrm{sc} \sim} \sim E_{0}^{\prime \prime} \frac{\exp (i k r)}{r \sqrt{\pi}} \sum_{m=1}^{\infty}\left[\cos \theta R_{m-1}^{\prime \prime}(\theta, k)\right.$
$\left.-i \sin \theta Q_{m}^{\prime \prime}(\theta, k)\right] \cos m \phi$,
$P^{\prime \prime}=E_{0}^{\prime \prime 2} Z_{0}^{-1} \int_{-\pi}^{r} \sum_{m=1}^{\infty}\left[\left|R_{m-1}^{\prime \prime}\right|^{2}+\mid \cos \theta R_{m-1}^{\prime \prime}\right.$
$\left.-\left.i \sin \theta Q_{m}^{\prime \prime}\right|^{2}\right] \sin \theta d \theta$,
where $Q_{m}^{\prime \prime}$ and $R_{m}^{\prime \prime \prime}$ have been obtained from (39) and (41) by making the following substitutions in those formulas: $Y_{m}^{ \pm}(u) \rightarrow T_{m}^{ \pm}(u)$ and $X_{m}^{ \pm}(u) \rightarrow W_{m}^{ \pm}(u)$.

Before concluding this section it is worth pointing out that the total scattered power can also be obtained by integrating the real part of the Poynting vector over the surface of the disks. This method leads to a different representation of the total scattered power. ${ }^{7}$

## VII. CONCLUDING REMARKS

The problem of electromagnetic scattering from two perfectly conducting, coaxial, circular disks can be reduced to the solution of a set of Fredholm integral equations of the second kind. Once the solutions of these equations have been determined, any field quantity can
be obtained by performing simple integrations on these solutions. The frequency variation of the field along the axis of the two plates has been obtained by solving the integral equations numerically for different values of radius-to-wavelength ratio as well as separation-toradius ratio of two equal, coaxial disks.

Using the principle of analytic continuation we observe that the kernels of the integral equations (15) and (21) are entire functions of the complex frequency variable $s$. Moreover, the kernels are finite for $d \neq 0$ and, hence, the solutions of these integral equations are meromorphic functions of $s$. This result is, of course, in agreement with the results reported previously ${ }^{12}$ concerning the analytical properties of the field scattered from a perfectly conducting, finite body.

It should also be pointed out that the integral equations determining electrostatic scattering from two perfectly conducting, circular, coaxial disks can be obtained by taking the limit as the radius-to-wavelength ratio tends to zero of the dynamic integral equations (15) and (21). The integral equations thus obtained resemble those obtained by Love ${ }^{13}$ when calculating the electrostatic potential of two equal, circular, coaxial, conducting disks equally or oppositely charged.
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